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Abstract

In this paper, we analyze the stability and instability of standing
waves for a generalized Zakharov-Rubenchik system (or the Benney-
Roskes system) in spatial dimensions N = 2, 3. We show that the
standing waves generated by the set of minimizers for the associated
variational problem are stable, for N = 2 and σ(p− 2) > 0. We also
show that the standing waves are strongly unstable, for N = 3 and if
either σ < 0 and 4

3 < p < 4, or σ > 0 and 0 < p < 2. Results follow
by using the variational characterization of standing waves, the con-
centration compactness principle due to J. Lions and the compactness
lemma due to E. Lieb to solve the associated minimization problem.
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1. Introduction

In this work, we consider a generalization of the Zakharov-Rubenchik sys-
tem given by

⎧⎪⎨⎪⎩
i∂tψ + �∂2zψ = −σ1∆⊥ψ + (σ|ψ|p +W (ρ+D∂zϕ))ψ,
∂tρ+ σ2∂zρ = −∆⊥ϕ− ∂2zϕ−D∂z(|ψ|2),
∂tϕ+ σ2∂zϕ = − 1

M2 ρ− |ψ|2.
(1.1)

In the case p = 2, this system describes the nonlinear interaction of high-
frequency and low-frequency waves. The model was derived first by Benney-
Roskes in the context of gravity waves [1] and also for Zakharov-Rubenchik
in the context of the interaction of spectral narrow high-frequency wave
packet of small amplitude with low-frequency acoustic type oscillations [24].
For a more precise description on this system, see the monographic work by
D. Lannes in [14] (see also [1, 9, 12, 13, 21, 24]). We note for p = 2 that it is
possible to obtain the well-known Zakharov system and Davey-Stewartson
system from the system (1.1). In the supersonic regime M > 1, J. Cordero
in [7] showed that solutions of the system (1.1) converge to solutions of the
Zakharov system, under some restrictions without any limit layer (see also
[6]). In the subsonic regime M < 1, it is expected that those solutions can
be approximated by solutions of the system.⎧⎪⎨⎪⎩

i∂tψ + �∂2zψ + σ1∆⊥ψ = (σ|ψ|p +W (ρ+D∂zϕ))ψ,
σ2∂zρ = −∆⊥ϕ− ∂2zϕ−D∂z(|ψ|2),
σ2∂zϕ = − 1

M2ρ− |ψ|2.
(1.2)

For p = 2, J. Cordero and J. Quintero established the instability of
ground state standing waves for a Zakharov-Rubenchik system (1.1) (see
[8]). For N = 2, the result follows from M. Weinstein’s approach used in the
case of the Schrödinger equation. In this case, it was established a virial
identity that relates the second variation of a momentum type functional
with the Hamiltonian on a class of solutions for the Zakharov-Rubenchik
system. For N = 3, J. Quintero et al. established the instability by using a
scaling argument and the existence of invariant regions under the flow due
to a concavity argument.

Regarding the generalized system (1.1), J. Quintero showed the follow-
ing stability result: for N = 2 or N = 3 and 0 < p < N

4 and σ < 0, there
exists a sequence (ωk)k such that ω0 > 0, ωk → 0, and ϕω is stable (see
[23]).
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It is worth mentioning that the system (1.2) is related to the classical
Davey-Stewartson system which appears in Fluid Mechanics, in the case of
the evolution of weakly nonlinear water waves with a predominant direction
of travel

(
i∂tψ +∆ψ = a|ψ|pψ + b1∂zϕψ,

∆ϕ = b2∂z(|ψ|2)
,(1.3)

for a ∈ R, and p, b1, b2 ∈ R+.
We point out that the stability and the instability of the Davey-Stewartson

type systems (1.2) and (1.3) were obtained using the fact that these sys-
tems can be reduced to a single Schrödinger type nonlinear equation of the
form

i∂tψ +∆ψ = σ|ψ|pψ − β|ψ|2ψ − γE0(|ψ|2)ψ,(1.4)

where σ ∈ R, β, γ ≥ 0, and E0 is a non-local linear operator defined via a
Fourier multiplier. For instance, for the Davey-Stewartson system (1.3), R.
Cipolatti showed instability the standing waves for β > 0, γ > 0, N = 2, 3
and σ(p − 2) ≤ 0 (see [5]). M. Otha showed for β = 0, σ < 0, γ > 0,
0 < p < N

4 , N = 2 or N = 3, that there exists a sequence (ωk)k such that
ω0 > 0, ωk → 0, and ϕω is stable, assuming only for N = 2 that there is
curve ω → ϕω from (0,∞) into H1(RN) and that ||ϕ||2 = ||ϕω||2. On the
other hand, M. Ohta showed the following results for β = 0 and γ > 0: a)
stability of the standing waves generated by the set of minimizers for the
associated variational problem, for N = 2 and σ(p − 2) < 0. b) strongly
instability of the standing waves for σ < 0 and 4

3 < p < 4 or σ > 0 and
0 < p < 2 (see [20]).

This paper is organized as follows. In section 2, we discuss the local
well-posedness for the system (1.2). In section 3, we establish the existence
of standing waves for the system (1.2), which is related to the existence
of solutions for the single Schrödinger type nonlinear equation (1.4). In
section 4, we use a variational approach to analyze stability in the case
N = 2 and σ(p − 2) < 0. In the case N = 3, σ < 0 and 4

3 < p < 4, we
show that the standing waves are strongly unstable (see [20]). In the latter
case, we use M. Weinstein’s approach for the Schrödinger equation in [25]
by showing that any solution Φ(t) = (u(t), v, w) of the system (1.2) in the
regime |�| = |σ1| must blow up in finite time, using the following pseudo
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conformal identity

d2

dt2

Z
R3
(σ1x

2 + σ1y
2 + �z2)|u(x, t)|2 dx = 8�2K(u(t)),

where K is an auxiliary functional.

2. On the Cauchy problem for the Davey-Stewartson type
system

As we discussed above, we consider solutions for the system (1.1) of the
form

ψ(x, t) = eiωtu(x, t), ρ(x, t) = v(x), ϕ(x, t) = w(x).(2.1)

In this case, we end up looking for solutions for the Davey-Stewartson
type system (1.2). For M < 1, we have that

ρ = −M2(σ2∂zϕ+ |ψ|2)(2.2)

∂zϕ = (M2σ2 −D)E(|ψ|2),(2.3)

where E is the non-local operator dE(u)(ξ) = ΓM(ξ)bu(ξ), with the Fourier
multiplier ΓM given by

ΓM(ξ) :=
ξ23

(ξ21 + ξ22 + (1−M2)ξ23)
.(2.4)

As we mentioned above, we see directly that system (1.2) can be written
as a single like nonlinear Schrödinger equation of the form

i∂tψ + �∂2zψ + σ1∆⊥ψ = σ|ψ|pψ −M2W |ψ|2ψ −W (D −M2σ2)
2E(|ψ|2)ψ,

with L := �∂2z + σ1∆⊥.
We point out that the local wellposedness and the regularity result

associated with the Cauchy Problem for (1.2) follow from classical ideas
in the context of the Schrödinger equation done by T. Cazenave in [3].
Results can be extended directly from the well-posedness results for the
Davey-Stewarton system obtained by J. Ghidaglia and JC. Saut in [11] or
by R. Cipolatti in [5] (see also J. Quintero et. al. [8]). More concretely,
if 0 < p < 4

N−2 and N = 2, 3, then for any u0 ∈ H1(RN), there exist

T0 > 0 and a unique solution u ∈ C([0, T0);H
1(RN )) of (2) with u(0) = u0.

Moreover, for 0 ≤ t < T0, u(t) satisfies
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cω(u(t)) = cω(u0)

B(u(t)) = B(u0),

where cω and B are given by,

cω(u) = 1
2I0(u) +

ω
B (u) +

1
4Ξ(u)

B(u) = kuk22

with Ξ and I0 being defined as,
I0(u) =

R
RN

¡
σ1|∇⊥u|2 + �|∂zu|2

¢
dx,

Ξ(u) = −
R
RN

³
W (D −M2σ2)

2E(|u|2)|u|2 +M2W |u|4 − 4σ
p+2 |u|p+2

´
dx.

In order to use the pseudo conformal identity for N = 3 to establish the
instability of the standing waves, we require an existence result of solutions
in the weighted Sobolev spaces

Σ :=

(
v ∈ H1(R3) :

Z
R2

³
(1 + x2 + y2 + z2)|v|2 + |∇v|2

´
dx dy dz <∞

)
,

such that the momentum type functional

M(t) =

Z
R3
(σ1x

2 + σ1y
2 + �z2)|ψ(x, y, z, t)|2 dx dy dz,

makes sense. As done for R Cipolatti in Theorem 4.3 in [5] or in Theorem
2.4 in [4], we have that standing wave solutions of the system (1.4) belong
to the set Σ. In the case of the existence result for the Cauchy Problem
under the assumption that ψ0 ∈ Σ, we refer for example to the work by
J. Ghidaglia and J. C. Saut in the case of the Davey Stewartson systems
in Theorem 3.1 and Lemma 3.1 in [11]. In particular, if ψ0 ∈ Σ, then the
solution (ψ, ρ, ϕ) for the system (1.2) satisfies that ψ ∈ C([0, T ∗);Σ) for
0 ≤ t < T ∗.

3. On the existence of standing waves

In order to look for standing waves for the system (1.2), we seek for solutions
of the form

ψ(x, t) = eiωtu(x), ρ(x, t) = v(x), ϕ(x, t) = w(x),(3.1)

where ω > 0. In this case (u, v, w) verifies that
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⎧⎪⎨⎪⎩
−ωu = −�∂2zu− σ1∆⊥u+ (σ|u|p +W (v +D∂zw))u,
σ2∂zv = −∆⊥w − ∂2zw −D∂z(|u|2),
σ2∂zw = − 1

M2 v − |u|2.
(3.2)

As we mention above, we are interested in analyzing the stability and
the instability of the standing waves for the system (1.2). In this case, if
(ψ, ρ, ϕ) is a solution of the system (1.1) of the form (3.1), then u must
satisfy the following problem

ωu− �∂2zu− σ1∆⊥u =M2W |u|2u− σ|u|pu+W (D −M2σ2)
2E(|u|2)u.(3.3)

Regarding the existence of solutions (standing waves) for an equation
like (3.3), we mention the work by R. Cipolatti in [4] with a similar non-
local term but with only a non-linearity of order p + 1 (no including the
nonlinearity of order 3). Following Cipolatti’s approach, J. Quintero in
[22] obtained the existence of solutions for equation (3.3), extending Cipo-
latti’s result in [4]. More concretely, J. Quintero established the existence
of positive solutions the special elliptic equation in RN with N = 2, 3,

ωu− β∆u+ g(u) = 0,(3.4)

where ω > 0, β > 0, and the nonlinear term g is such that the model has
a Hamiltonian structure. In other words, there is an operator Ξ1 defined
in H1(RN ) such that DΞ1(φ) = g(φ) for φ ∈ H1(RN ), which includes the
present work with

g(u) = −M2W |u|2u+ σ|u|pu−W (D −M2σ2)
2E(|u|2)u, Ξ1(u) = Ξ(u).

In the case, for p∗ = 4
N−2 with N ≥ 2, there is an existence result of

solutions by imposing some restrictions on the parameters σ and p > 0.
We begin by defining

a0(p) =

⎧⎪⎪⎨⎪⎪⎩
∞, for p < 2
b, for p = 2³

p−2
c(p+2)

´ p
p−2

³
(p+2)b
2p

´ p
2 , for p > 2.

,

a1(p) = bω(p+2)
2ωp−(p−2)b , ω > b, p > 2.

We also define the sets

Aω,q,b = {(p, a) : 0 < p < p∗, a < a0(p)},



Stability and instability analysis for the Standing Waves for a ... 669

and
Bω,q,b = {(p, a) : 0 < p < p∗, a1(p) < a < a0(p)},

for ω > b and p > 2 in the case a1(p) < a0(p). Hereafter, we impose to
ω > 0 the restrictions discussed above.

Definition 3.1. We say that a set Ω ⊂ H1(RN) is stable, if for a given
η > 0, there exists δ > 0 with the following property: if u0 ∈ H1(RN) and
the solution u(t) of (1.2) with u(0) = u0 satisfies infϕ∈Ω ||u0−ϕ||H1(RN ) < δ,
then for any t ∈ [0,∞)

inf
ϕ∈Ω

||u(t)− ϕ||H1(RN ) < η.

Otherwise, Ω is said to be unstable. Moreover, for ϕ ∈ Gω, we shall say at
the standing wave uω(t) = eitωϕ is stable, if the set Gω is stable, and that
uω is unstable if the orbit Oω is unstable, where

Oω = {eiθϕ(·+ y) : θ ∈ R, y ∈ RN}.

Furthermore, we shall say that uω is strongly unstable if for any η > 0,
there exists u0 ∈ H1(RN) such that ||u0 − ϕ||H1(RN ) < η and the solution
u(t) of (1.2) with u(0) = u0 blows up in a finite time.

4. On the stability and instability analysis

We follow the approach of H. Nawa in the case of the blow-up solutions
of the nonlinear Schrödinger equation with critical power nonlinearity (see
[18] and M. Ohta in the analysis of stability and instability of standing
waves for the generalized Davey-Stewartson system (see [20])).

Before we go further, we set for µ > 0 ,

Σµ =
n
v ∈ H1(RN) : Iµ = c0(v), ||v||2 =

√
µ
o
,

µ0 = inf{||v||2, v ∈ H1(RN ) \ {0}, E0(v) ≤ 0},
where Iµ and E0 are defined as

Iµ = inf{c0(v) : v ∈ H1(RN), ||v||2 =
√
µ},

E0(u) = 1
2I0(u)−

1
4R(u),

R(u) =M2W ||v||44 +W (D −M2σ2)
2
R
R2 E(|u|2)|u|2 dx.

4.1. Stability results for N = 2

Lemma 4.1. Let N = 2. 1) If σ < 0 and 0 < p < 2, then for 0 < µ < µ0,
the set Σµ is not empty and stable.
2) If σ > 0 and p > 2, then for µ > µ0, the set Σµ is not empty and stable.
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Proof. The first step is to show that there is v0 ∈ H1(R2) such that
v0 6= 0, E0(v0) = 0 and ||v0||22 = µ0. So, let (vj)j be a minimizing sequence
for

P
µ and consider the normalization uj(x) = vj(y) with y = λjx and

λ2jR(vj) = 1. Clearly, we have that

||uj ||2 = ||vj ||2 → µ0, R(uj) = 1 E0(uj) = λ2jE0(vj) ≤ 0,

meaning that the sequence (uj)j is bounded in H1(R2). So, from measure
theory results by J. Fröhlich, E. Lieb and M. Loss in [10] and by E. Lieb
in [15], there are a subsequence (denoted the same), a sequence of yj ∈ R2
and v0 ∈ H1(R2) such that

uj(·+yj)- v0 weakly in H1(R2), |uj(·+yj)|2 - |v0|2 (weakly in L2(R2).

Moreover, we also have that uj(·+ yj)→ v0 almost everywhere in R
2. On

the other hand, from the Brézis-Lieb result in [2], we also have that
E0(uj(·+ yj))−E0(uj(·+ yj)− v0)−E0(v0) → 0,
||uj(·+ yj)||22 − ||uj(·+ yj)− v0||22 − ||v0||22 → 0.

We claim that E0(v0) = 0. First, assume that E0(v0) > 0. From
previous fact and using that E0(uj) ≤ 0, we conclude for j large enough
that

E0(uj(·+ yj)− v0) ≤ 0,

which implies that
µ0 ≤ ||uj(·+ yj)− v0||22.

Using that ||u(· + yj)||22 → µ0, we conclude that ||v0||2 = 0, which is a
contradiction since we are assuming that E0(v0) > 0. Then we have that
E0(v0) ≤ 0. Moreover, for Fatou’s lemma, we have that

µ0 ≤ ||v0||22 ≤ lim inf ||uj ||22.

If we had E0(v0) < 0, then there is 0 < θ < 1 such that E0(θv0) = 0. From
this, we have that

µ0 ≤ ||θv0||22 = θ2||v0||22 < ||v0||22 = µ0,

which is a contradiction. In other words, we conclude that E0(v0) = 0.
Finally, we claim that

µ0 = inf

(
2||v||22I0(v)

R(v)
, v ∈ H1(RN) \ {0}

)
:= ν0.
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Let (vj)j be a minimizing sequence for the infimum ν0. We define uj(x) =
vj(y) with x = λjy and λ2jR(vj) = 2I0(vj). We see directly that

E0(uj) = 0, ||uj ||22 =
2||vj ||22I0(vj)

R(vj)
≥ µ0,

which implies that µ0 ≤ ν0. On the other hand, using that E0(v0) = 0, we
also have that

ν0 ≤
2||v0||22I0(vj)

R(v0)
= ||v0||22 = µ0.

1) Suppose that σ < 0 and 0 < p < 2. From previous fact and the
Gagliardo—Nirenberg inequality, we see for µ = ||u||22 < µ0 that

c0(u) ≥ 1
2

³
1− µ

µ0

´
I0(u)− C|σ|

p+2 (I0(u))
p
2 ||u||22,

≥ 1
2

³
1− µ

µ0

´
I0(u)−C1(I0(u))

p
2µ0,

meaning that Iµ > −∞ for 0 < µ < µ0. Now, we note that any minimizing
sequence (vj)j for

P
µ is bounded in H

1(R2). In fact, assume that c0(vj)→
Iµ. For previous inequality (4.1), we have that

c0(vj)

I0(vj)
≥ 1
2

µ
1− µ

µ0

¶
−C1(I0(vj))

p−2
2 µ0.

If the sequence minimizing sequence (vj)j for
P

µ were unbounded inH
1(R2),

so taking limit as j →∞, we conclude that

1

2

µ
1− µ

µ0

¶
≤ 0,

which is a contradiction. We also see that Iµ < 0. In fact, for v ∈ H1(R2)
with ||v||22 = µ, we consider uλ(x) = λv(y) with y = λx. Then we see that

c0(uλ) =
λ2

2
I0(v)−

λ2

4
R(v) +

σλp

p+ 2
||v||p+2p+2.

So, taking λ > 0 large enough, we see that c0(uλ) < 0 and so Iµ < 0.
On the other hand, for fixed 0 < µ < µ0 and v ∈ H1(R2) with ||v||22 = µ, we
consider u(x) = v(y) with x =

√
λy. Then we see that ||u||22 = λ||v||22 = µλ.

So, we have that
Iµλ ≤ c0(u),

≤ 1
2I0(v)−

λ
4R(v) +

σλ
p+2 ||v||

p+2
p+2,

≤ c0(v) + (1− λ)
³
1
4R(v)−

σλ
p+2 ||v||

p+2
p+2

´
,

< c0(v),
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since we have that σ < 0 and µ < λµ < µ0. In particular, Iµλ < λIµ for
µ < λµ < µ0 and we conclude for 0 < λ < µ < µ0 that,

Iµ < Iλ + Iµ−λ.

In fact, in the case λ > µ− λ note that

Iµ = I(µλ)λ
<

µ
µ

λ

¶
Iλ = Iλ +

µ
µ− λ

λ

¶
Iλ ≤ Iλ + Iµ−λ.

For λ < µ − λ, we get the same conclusion. Now, we set the measure νn
with density ρ(vn) with respect to the Lebesgue measure given by

ρ(v) = |∇v|2 + |v|2.

We know in this case thatZ
R2

dνn =

Z
R2

ρ(vn) dV := σn → σ0, n→∞.

From Lion’s concentration-compactness principle in [16], after a translation,
we conclude that any minimizing sequence for

P
µ converges strongly in

H1(R2). In other words, the set Σµ is not empty.
Now, we want to establish that Σµ is stable. If not, there is �0 > 0 and

(vj)j ⊂ H1(R2) such that

inf
ψ∈Σµ

||v0j − ψ||H1 → 0 and inf
ψ∈Σµ

||vj(t)− ψ||H1 > �0, t ≥ 0,(4.1)

where vj(t) is a solution of (1.2) with vj(0) = v0j . So, we can take tj > 0
such that

inf
ψ∈Σµ

||vj(tj)− ψ||H1 ≥ �0.

From the conserved quantities, we have that

||vj(tj)||22 = ||v0j ||22 → µ, c0(vj(tj)) = c0(v
0
j )→ Iµ.

Using previous discussion, there is a subsequence of (vj(tj))j (denoted the
same) and a sequence (yj)j ⊂ R2 and v0 ∈ Σµ such that

vj(tj)(·+ yj)→ v0 in H1(R2),

contradicting the condition (4.1).
2) We consider the case σ > 0 and p > 2. From the Gagliardo—Nirenberg
inequality, we see for µ = ||u||22 > µ0 that
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c0(u) ≥ 1
2I0(u) +

σ
p+2 ||u||

p+2
p+2 − C1

³
I0(u) + (I0(u))

p
2

´
||u||22,

≥ I0(u)
³
1
2 − C2µ(1 + (I0(u))

p−2
2

´
+ σ

p+2 ||u||
p+2
p+2,

meaning that Iµ > −∞ for µ > 0. Moreover, any minimizing sequence
(vj)j for

P
µ is bounded in H1(R2). We also see that Iµ < 0 for µ > µ0.

In fact, take v0 ∈ H1(R2) with ||v||22 = µ0 and E0(v0) = 0. So, we have for
θ = µ

µ0
that

E0(θv0) =
θ2

2
I0(v0)−

θ4

4
R(v0) =

θ2

4
(1− θ2)R(v0) < 0.

Now, we define u = θv0 and we consider uλ(x) = λu(y) with y = λx. Then
we see that

c0(uλ) =
λ2

2
I0(u)−

λ2

4
R(u) +

σλp

p+ 2
||u||p+2p+2 = λ2E0(u) +

σλp

p+ 2
||u||p+2p+2 < 0,

for λ > 0 small enough and µ > µ0 and so, Iµ < 0 for µ > µ0.
Using the fact that Iµ < 0 for µ > µ0, we see directly that

Iµ = inf

½
c0(v) : v ∈ H1(RN ), ||v||2 =

√
µ, R(u)− 4σ

p+ 2
||v||p+2p+2 > 0

¾
.

On the other hand, for fixed µ > µ0 and v ∈ H1(R2) with ||v||22 = µ and
1
4R(v)−

σ
p+2 ||v||

p+2
p+2 > 0, we consider u(x) = v(y) with x =

√
λy. Then, we

see that
||u||22 = λ||v||22 = µλ.

So, we have that
Iµλ ≤ c0(u).

≤ 1
2I0(v)−

λ
4R(v) +

σλ
p+2 ||v||

p+2
p+2.

≤ c0(v) + (1− λ)
³
1
4R(v)−

σλ
p+2 ||v||

p+2
p+2

´
< c0(v).

In particular, we have that

Iµλ < λIµ, µ > µ0, λ > 1.

As in previous case, we conclude that

Iµ < Iλ + Iµ−λ, µ > µ0, µ > λ > 0.

As in case 1), from Lion’s concentration-compactness principle in [16] and
previous inequality, we conclude that any minimizing sequence for (

P
µ),

after a translation, converges strongly in H1(R2). In other words, the set
Σµ is not empty. In a similar fashion, one gets that Σµ is stable. 2
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4.2. Instability Results for N = 3

In order to analyze the instability, we first establish a psuedo conformal
identity associated with time variations of a momentum functional M .

Hereafter, we use the following auxiliary functional

K(ψ) := I0(ψ)−
3

4
R(ψ) +

3pσ

2(p+ 2)
||ψ||p+2p+2,

where I0 and R(u) are given by
I0(ψ) =

R
R3

¡
σ1|ψx|2 + σ1|ψy|2 + �|ψz|2

¢
dx dy dz,

R(ψ) =
R
R3

¡
W (M2σ −D)2E(|ψ|2)|ψ|2 +WM2|ψ|4

¢
dx dy dz.

We define the set of solutions X and ground state solutions Gω for (3.3)
Xω =

©
ψ ∈ H1(R3) : K(ψ) = 0

ª
,

Gω = {ψ ∈ X : cω(ψ) ≤ cω(φ) for all φ ∈ Xω} .
We will see below that c0ω = K.

Theorem 4.2. Let N = 3, |�| = |σ1| > 0 and Φ(t) = (ψ(t), ρ, ϕ) ∈ X be
the solution of the (1.2) system when ψ0 ∈ Σ. If M is the momentum type
functional

M(t) =

Z
R3
(σ1x

2 + σ1y
2 + �z2)|ψ(x, y, z, t)|2 dx dy dz,

then we have the pseudo conformal identity

d2

dt2
M(t) = 8�2K(ψ(t)).(4.2)

Proof. Following exactly the same computations in the case N = 2 done
by J. Quintero et. al. in [8], we see for N = 3 that

d2

dt2M(t) = 8I0(ψ) + 8
R
R3

h
σp(�2+2σ21)
2(p+2) |ψ|p+2 − (�2+2σ21)W

4M2 ρ2+
(�2+2σ21)WD

2 ϕz|ψ|2 + (�2+2σ21)W
4 ϕ2z +

(−�2+4σ21)W
4 (ϕ2x + ϕ2y)

i
dxdydz.

Using that |σ1| = |�|, we have that

�2 + 2σ21
4�2

=
3

4
,

4σ21 − �2

4�2
=
3

4
,

σ31
�2
= σ1.

From these definitions, we obtain that
d2

dt2M(t) = 8�2
R
R3

³
σ1|ψx|2 + σ1|ψy|2 + �|ψz|2 + 3σp

2(p+2) |ψ|p+2 −
3W
4M2ρ

2

+3WD
2 ϕz|ψ|2 + 3W

4 ϕ2z +
3W
4 ϕ2y

´
dx dy dz.
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Using the relationship between ρ and ϕ in conditions (2.2) and (2.3),
we see thatR

R3

³
− 1
2M2ρ

2 +Dϕz|ψ|2 + 1
2 |∇ϕ|2

´
dx dy dz

= −12
R
R3

¡
(M2σ −D)2E(|ψ|2)|ψ|2 +M2|ψ|4

¢
dx dy dz,

which leads to the desired estimate

d2

dt2
M(t) = 8�2K(ψ(t)).

2

Theorem 4.3. Let assume that either σ < 0 and 4
3 < p < 4, or σ > 0 and

0 < p < 2. If u ∈Mω satisfies cω(u) = m, then we have that c0ω(u) = 0

Proof. If cω(u) = m with u ∈ Mω, then there is β ∈ R such that for
v ∈ H1(R3) we have,

c0ω(u)(v) = βK 0(u)(v).

Replacing v for u in previous equation, we see directly that u satisfies the
equation

(p− 4 + 3βp2)
3p

I0(u) +
(p− 2)(3βp+ 2)

4p
R(u) = 0,

where we are using that K(u) = 0. We note for 43 < p ≤ 2 and β ≥ 1
2 that

p− 4 + 3βp2 > 0, (p− 2)(3βp+ 2) > 0,

which is a contradiction, and so we already have that β < 1
2 . On the other

hand, we also have that

d

dλ
(cω(u)−βK 0(u))(vλ)|λ=1 = K(u)−β

Ã
2I0(u)−

9

4
R(u) +

9p2σ

4(p+ 2)
||u||p+2p+2

!
= 0.

If β 6= 0, then the fact K(u) = 0, previous equation and the restrictions on
p give that

0 =
(4− 3p)
2

I0(u) +
9(p− 2)
8

R(u) < 0,

implying necessarily that β = 0.
In the cases either σ < 0 and 2 < p < 4 or σ > 0 and 0 < p < 2, we get
from a similar analysis that,

d
dλ(cω(u)− βK 0(u))(vλ)|λ=1 = K(u)− β

³
2I0(u)− 9

4R(u) +
9p2σ
4(p+2) ||u||

p+2
p+2

´
,

= 0.
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From the fact K(u) = 0, we have that,

2I0(u)−
9

4
R(u) +

9p2σ

4(p+ 2)
||u||p+2p+2 = −I0(u) +

9pσ(p− 2)
4(p+ 2)

||u||p+2p+2 < 0,

implying again necessarily that β = 0. 2

Before we go further, we define the following functional

c1(u) = cω(u)− 2
3pK(u) =

(3p−4)
6p I0(u) +

ω
2B(u) +

1
2pR(u),

c2(u) = cω(u)− 1
3K(u) =

1
6I0(u) +

ω
2B(u) +

σ(2−p)
2(p+2) ||u||

p+2
p+2.

With these functionals, we are able to consider the following minimiza-
tion problems

mk = inf
n
ck(u) : u ∈ H1(R3), u 6= 0, K(u) ≤ 0

o
,(4.3)

for k = 1, 2, 3 with c2 = c3.

Theorem 4.4. 1) Let σ < 0 and 4
3 < p ≤ 2. Then m1 is obtained at some

v ∈Mω.
2) Let either σ < 0 and 2 < p < 4, or σ > 0 and 0 < p < 2. Then mk is
obtained at some v ∈Mω, for k = 2, 3.

Proof. 1) Let (vj)j ⊂ H1(R3) be a minimizing sequence for m1. In
other words, K(vj) ≤ 0 and

lim
j→∞

c1(vj) = m1.

From the restriction K(vj) ≤ 0 and the Galiardo—Nirenberg—Sobolev’s in-
equality, we have that

1 ≤ C1(||vj ||p+2H1 + ||vj ||4H1).

Using that the sequence (vj)j is bounded in H
1(R3), we have from measure

theory results by J. Fröhlich, E. Lieb and M. Loss in [10] and by E. Lieb in
[15], that there are a subsequence of (vj)j (denoted the same), a sequence
of yj ∈ R3 and v0 ∈ H1(R3) such that

vj(·+yj)- v0 6= 0 weakly in H1(R2), |vj(·+yj)|2 - |v0|2 (weakly in L2(R3).

Moreover, we also have that vj(·+ yj)→ v0 almost everywhere in R
3. On

the other hand, from the Brézis-Lieb result in [2], we also have for q ≥ 2
that
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K(vj(·+ yj))−K(vj(·+ yj)− v0)−K(v0) = o(1),
c1(vj(·+ yj))− c1(vj(·+ yj)− v0)− c1(v0) = o(1),
||vj(·+ yj)||qq − ||vj(·+ yj)− v0||qq − ||v0||qq = o(1).

We claim that K(v0) ≤ 0. For instance, assume that K(v0) > 0. From
previous fact and using that K(vj) ≤ 0, we conclude for j large enough
that K(vj(·+ yj)− v0) ≤ 0, which implies that c1(v0) < 0, since

0 ≥ m1 − c1(vj(·+ yj)− v0) = c1(vj(·+ yj))− c1(vj(·+ yj)− v0) + o(1),

which is a contradiction due to the fact that c1 ≥ 0 for 43 < p < 2. So, we
have that K(v0) ≤ 0, which implies from Fatou’s lemma that

m1 ≤ c1(v0) lim inf
j→∞

c1(vj(·+ yj)) = m1.

On the other hand, we see that K(v0) = 0. In fact, first consider the

auxiliary function vλ = λ
3
2 v(y) with y = λx. If we had K(v0) < 0, then

there is 0 < λ < 1 such that K((v0)λ) = 0, since

K((v0)λ) = λ2
Ã
I0(v0)−

3λ

4
R(v0) +

3pσλ
3p−4
2

2(p+ 2)
||v0||p+2p+2

!
:= λ2f(λ),

with f(0) > 0 and f(1) < 0. So, we conclude that

m1 ≤ c1((v0)λ) =
(3p− 4)λ2

6p
I0(u) +

ω

2
B(u) +

λ3

2p
R(u) < c1(v0) = m1,

which is a contradiction. In other words, we conclude that K(v0) = 0.

2) We see directly for k = 2, 3 and σ(p− 2) < 0 that

c2(u) =
1

6
I0(u) +

ω

2
B(u) +

σ(2− p)

2(p+ 2)
||u||p+2p+2 ≥ 0.

From this fact, we have get the result in the same fashion as case (1). 2

As a consequence of previous result and the fact that K(v) = 0 for any
v ∈ Xω, we have the following result,

Theorem 4.5. Let N = 3. If either σ < 0 and 4
3 < p < 4 or σ > 0 and

0 < p < 2, then ψ is a standing wave for (1.2) if and only if ψ ∈ Xω and
cω(ψ) = m, where

m = inf {cω(u) : u ∈ Xω} .
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The final step to get the instability result is related with the invariant
set

R =
n
v ∈ H1(R3) : cω(v) < m, K(v) < 0

o
,

under the flow of the system (1.2).

Lemma 4.6. If u0 ∈ R and u(t) is the solution of the system (1.2) with
u(0) = u0, then we have K(u(t)) ≤ cω(u0)−m for any t ∈ [0, T ∗(u0)).

Proof. We know that cω(u(t)) = cω(u0) < m, as long as the solution
exists (0 ≤ t < T ∗). Moreover, we have that K(u(t)) < 0 for 0 ≤ t < T ∗.
In fact, if there is a first 0 ≤ t1 < T ∗ such that K(u(t1)) = 0, then we have
that

m = mk ≤ ck(u(t)) = cω(u(t))− αkK(u(t)),
= cω(u(t))−K(u(t)) + (1− αk)K(u(t)).

But we have that αk =
2p
3 for 4

3 < p < 2 and αk =
1
3 for 2 < p < 4,

then 1− αk > 0. Using that K(u(t)) < 0, we conclude that

m < cω(u(t))−K(u(t)),

as desired. 2

As a direct consequence of the pseudo conformal identity, we establish
that solutions for the Cauchy problem associated with the system (1.2)
necessarily blow up in finite time.

Theorem 4.7. Let N = 3, � = σ1 > 0. If either σ < 0 and 4
3 < p < 4 or

σ > 0 and 0 < p < 2, then the standing wave u(t) = eiωtψω, is strongly
unstable for any ω ∈ (0,∞).

Proof. The first observation is that if ψ ∈ Gω then we have that ψλ ∈ A
for any λ > 1, where ψλ(x) = λ

3
2ψ(y) with y = λx. In fact, note that,

d
dλcω(ψλ) = λ

Ã
3(λ2−λ)

4 R(u) + 3pσ(λ
3p−2
2 −λ)

2(p+2) ||ψ||p+2p+2

!
,

= λ2
Ã
(λ−1 − 1)I0(ψ) + 3pσ(λ

3(p−2)
2 −1)

2(p+2)

!
.

We see directly that d
dλcω(ψλ) < 0 for λ > 1 in either case σ > 0 and

4
3 < p < 2 or σ(p− 2) < 0. Then we have for λ > 1 that

cω(ψλ) < cω(ψ) = m.
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On the other hand, we also have for λ > 1 that d
dλcω(ψλ) = λK(ψλ) < 0

for λ > 1, which implies that ψλ ∈ A for λ > 1. So, let u(t) be the solution
of the system (1.2) with initial condition u(0) = ψλ. Now, we now thatZ

R3
(x2 + y2 + z2)|ψλ|2 dx dy dz <∞.

From the pseudo conformal identity and previous result, we have for t ∈
[0, T ∗(ψλ)) that

d2

dt2

Z
R3

�(x2 + y2 + z2)|u(t)|2 dx dy dz = 8�2K(u(t)) < cω(ψλ)−m < 0.

On the other hand, we note that
M(t) =M(0) +M 0(0)t+ 1

2M
00(t1)t2,

=M(0) +M 0(0)t+ 4�2K(u(t1))t2,
which implies form the fact K(u(t1)) < cω(ψλ) −m < 0, that there is T∗
such that

lim
t↑T∗

Z
R3
(x2 + y2 + z2)|u(t)|2 dx dy dz = 0.

On the other hand, we have from the Weyl-Heisenberg’s inequality in R3

(see for example M. Weinstein [25]) that

kfk22 ≤
2

3
||∇f ||2|||z|f ||2,

whenever |z|f ∈ L2(R3) and |∇f | ∈ L2(R3). Using that ||u(t)||2 = ||ψλ||2
as long as the solution exists, we conclude that

kψλk22 ≤
2

3
||∇u(t)||2

µZ
R3
(x2 + y2 + z2)|u(t)|2 dx dy dz

¶ 1
2

,

which implies that

lim
t↑T∗

Z
R3
|∇u(t)|2 dx dy dz = +∞,

meaning that the solution must blows up in finite time. On the other hand,
the fact

lim
λ→1−

kψλ − ψ||H1(R3) = 0,

implies that the standing wave ψ is strongly unstable, as desired. 2

As a consequence of the proof of previous result, we also have that solu-
tions for the Cauchy problem associated with the system (1.2) necessarily
blow up in finite time, in the case of initial data having negative energy K.
More precisely,
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Corollary 4.1. Let N = 3, � = σ1 > 0, (ψ0, ρ) ∈ H1(R3) × L2(R3),
∂jϕ ∈ L2(R3) for j = 1, 2, 3, and ψ0 ∈ Σ. If K(ψ0) < 0, then the maximal
existence time T∗ > 0 for the unique solution Φ(t) = (ψ(t), ρ, ϕ) of the
system (1.2) with initial data Φ(ψ0, ρ0, ϕ0) is finite. More exactly, T∗ > 0
is such that

lim
t↑T∗

k∇ψ(t)kL2(R3) = +∞.
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