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1. Preliminaries and notation

The first results about the relations of the diagonal elements of a matrix
A and its combined matrix are given by Fiedler in [5] for M—matrices and
in [6] for positive definite matrices. Later Fiedler and Markham in [7] give
results for totally positive matrices. Bru et al. in [4] study that problem for
totally negative matrices. It seems that this problem is not trivial since in
all above mentioned papers the results are given for matrices of order three.
In this work, we characterize which sequences of three elements can be the
diagonal elements of the combined matrix of some classes of sign regular
matrices. Sign regular matrices appear to be the natural generalization of
totally positive or negative matrices and they have been a lot of attention by
different authors (see in [9] and the references therein). Results of combined
matrices of sign regular matrices are given in [3] and more recently in [1].

Throughout this paper all matrices are real. We recall that the combined
matrix Φ(A) of a nonsingular matrix A is defined as Φ(A) = A ◦ A−T ,
where ◦ denotes the Hadamard product, (A ◦B)ij = aijbij . The combined
matrix Φ(A) = (cij) has the property that

P
j cij =

P
i cij = 1 for each

row and column. As a consequence, if Φ(A) ≥ 0, then Φ(A) is a doubly
stochastic matrix. In [8] the interesting relationship among diagonal entries
and the eigenvalues of a diagonalizable matrix is given. On the other hand,
applications of combined matrices to chemical problems can be viewed in
[2].

A property of combined matrices that we are going to use is the follow-
ing: If we multiply the matrix A by a nonsingular diagonal matrix, from
the left or from the right, its combined matrix Φ(A) does not change.

Given a signature �, that is, a real sequence {�1, . . . , �k, . . . , �n} such
that |�k| = 1 for all 1 ≤ k ≤ n, we recall that an n× n matrix A is called
sign regular with signature � = (�k) if for all 1 ≤ k ≤ n and α1, α2 ∈ Qk,n,
we have

�k det(A[α1, α2]) > 0

where Qk,n denotes the set of all increasing sequences of k natural numbers
less than or equal to n and A[α1, α2] is the submatrix of A containing rows
numbered by α1 and columns numered by α2 (see [9]).

2. Results

With matrices of order 3, we have to consider 8 possible sub-cases. However,
they can be grouped into four sub-cases. This is because the combined
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matrix of the matrices A and −A is the same and the signatures of both
matrices are opposite with the exception of the second entry because the
minors of order 2 do not change.

Then we have the following equivalent pairs of signatures: (i) (1, 1, 1)↔
(−1, 1,−1), (ii) (−1,−1,−1) ↔ (1,−1, 1), (iii) (1, 1,−1) ↔ (−1, 1, 1) (iv)
(1,−1,−1) ↔ (−1,−1, 1). The first case (i) was obtained by Fiedler and
Markham [7] and corresponds to the totally positive matrices. The second
case (ii) was studied by Bru et al.[4] when the totally negative matrices
were considered.

It remains to prove the last two cases that we are going to consider
in two different subsections. Thus, this problem will be closed for all sign
regular matrices of order three.

2.1. Sign regular matrices with signature (1,1,−1) or (−1,1,1)

We give the result for the (1, 1,−1) case, which is equivalent to the (−1, 1, 1)
case. To prove the main result of this case we will use the following lemma.

Lemma 1. Let A be a 3 × 3 matrix. Then, it is (1,1,-1)—sign regular if
and only if it is positively diagonally equivalent to the matrix

S =

⎡⎢⎣
v1

v1−1 1 p

1 1 1
q 1 v3

v3−1

⎤⎥⎦(2.1)

where
v1, v3 > 1(2.2)

0 < p, q < 1(2.3)

s = 1− (1− p)(1− q)(v1 − 1)(v3 − 1) < 0(2.4)

Proof. (⇒) Suppose that the matrix

A =

⎡⎢⎣ a11 a12 a13
a21 a22 a23
a31 a32 a33

⎤⎥⎦
is a (1,1,-1)—sign regular matrix. By the equality

S =

⎡⎢⎣
a11a22
a12a21

1 a13a22
a12a23

1 1 1
a22a31
a21a32

1 a22a33
a23a32

⎤⎥⎦ =
⎡⎢⎣

1
a12

0 0

0 1
a22

0

0 0 1
a32

⎤⎥⎦
⎡⎢⎣ a11 a12 a13
a21 a22 a23
a31 a32 a33

⎤⎥⎦
⎡⎢⎣

a22
a21

0 0

0 1 0
0 0 a22

a23

⎤⎥⎦
(2.5)
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we observe that the matrix A is positively diagonally equivalent to the ma-
trix S. Moreover, taking into account the general equivalence x

y =
v

v−1 ⇔

v = x
x−y , we can write S as follows S =

⎡⎢⎣
v1

v1−1 1 p

1 1 1
q 1 v3

v3−1

⎤⎥⎦ where
vi =

aiia22
aiia22 − ai2a2i

, for i = 1, 3, p =
a13a22
a12a23

> 0 and q =
a22a31
a21a32

> 0.

Let us see that p, q, v1 and v3 satisfy conditions (2.2), (2.3) and (2.4).
Let Aij denote the 2× 2 submatrix of A deleting row i and column j from
A. Since A is (1,1,-1)—sign regular, we conclude the following results.

1. Since det(A33) = (a11a22 − a12a21) > 0, we have v1 > 1.

2. From the positive sign of det(A11) > 0, we obtain v3 > 1.

3. Since det(A31) = (a12a23 − a13a22) > 0 we deduce that p < 1. Then
0 < p < 1.

4. Similarly, with det(A13) = (a21a32 − a31a22) > 0 we obtain that
0 < q < 1.

5. By the equation (2.1) we have

det(S) =
1− (1− p)(1− q)(v1 − 1)(v3 − 1)

(v1 − 1)(v3 − 1)
< 0.

That is, (1− p)(1− q)(v1 − 1)(v3 − 1) > 1 since (v1 − 1)(v3 − 1) > 0.

Hence, S has the required form and the entries satisfy the corresponding
conditions.
(⇐) Conversely, suppose that A is positively diagonally equivalent to ma-
trix S and the conditions (2.2), (2.3) and (2.4) are satisfied. In this case, it
remains to prove that the matrix S is (1,1, -1)—sign regular since A and S
have the same signature. Let us verify the sign of all determinants of order
1, 2 and 3.

1. Determinants of order 1. Note that sij > 0 for i, j = 1, 2, 3, since
p, q > 0 by (2.3) and vi

vi−1 > 0, i = 1, 3, by (2.2).

2. Determinants of order 2.

• det(S11) =
³

v3
v3−1 − 1

´
= 1

v3−1 > 0 and det(S33) =
³

v1
v1−1 − 1

´
>

0 by (2.2).
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• det(S13) = (1− q) > 0, and det(S31) = (1− p) > 0 by (2.3).

• det(S12) =
³

v3
v3−1 − q

´
> v3

v3−1 − 1 =
1

v3−1 > 0 by (2.2).

In the same way: det(S21) =
³

v3
v3−1 − p

´
> 0, det(S32) =³

v1
v1−1 − p

´
> 0, and det(S23) =

³
v1

v1−1 − q
´
> 0.

• det(S22) =
³

v1
v1−1

v3
v3−1 − pq

´
> 0 since

³
v1

v1−1 − p
´

> 0 and³
v3

v3−1 − q
´
> 0 by (2.3).

3. Determinant of S. It is clear that det(S) < 0 by (2.2) and (2.4).

Therefore, S is sign regular with signature (1, 1,−1) and so the given matrix
A. 2

Remark 1. It is well known that a necessary and sufficient condition for
the system of equations xy = f , (1−x)(1−y) = g has solutions x, y ∈]0, 1[
is that

√
f +
√
g ≤ 1.

Theorem 1. A necessary and sufficient condition for three numbers, u1, u2, u3,
to be the diagonal entries of the combined matrix of a (1,1,-1)—sign regular
matrix is that ui < 0, i = 1, 2, 3, and

u1 + u3 − u2 − 1 > 0.(2.6)

Proof. (⇒) Note that ui < 0, i = 1, 2, 3, since the diagonal entries of
the combined matrix of a (1,1,-1)—sign regular matrix A are

ui =
aii detAii

detA
, i = 1, 2, 3.

Recall that our (1,1,-1)—sign regular matrix is positively diagonally
equivalent to the matrix S given in (2.1) with the three conditions (2.2),
(2.3) and (2.4) by Lemma 1. The combined matrix of S, Φ(S) has the
following diagonal entries:

u1 =
v1
s
, u2 =

v1v3 − pq(v1 − 1)(v3 − 1)
s

, u3 =
v3
s

where

s = 1− (1− p)(1− q)(v1 − 1)(v3 − 1) < 0,(2.7)
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which is the numerator of det(S). From conditions (2.2) — (2.4) we deduce
that ui < 0, i = 1, 2, 3.

Let us verify the second condition of the three numbers u1, u2 and u3.

u1 + u3 − u2 − 1 =
1

s
(v1 + v3 − v1v3 + pq(v1 − 1)(v3 − 1)− s)

=
1

s
(v1 + v3 − v1v3 + (pq + (1− p)(1− q))(v1 − 1)(v3 − 1)− 1)

=
1

s
((p(q − 1) + q(p− 1))(v1 − 1)(v3 − 1)) > 0

using conditions (2.2) — (2.4).

With the given conditions for the three numbers u1, u2 and u3 we are going
to built a matrix S given in Lemma 1 with the structure of (2.1) and
conditions (2.2)-(2.4) such that u1, u2, u3 are the diagonal entries of its
combined matrix Φ(S). For that, let

u1 =
v1
s
, u2 =

v1v3 − pq(v1 − 1)(v3 − 1)
s

, u3 =
v3
s

(2.8)

with the unknowns v1, v3, p, q. The variable s is defined in (2.7). These
unknowns define the entries of matrix S. Observe that u2s = −pq(v1 −
1)(v3 − 1) + v1v3 implies

pq =
−u2s+ u1u3s

2

(u1s− 1)(u3s− 1)
.(2.9)

From definition of s in (2.7), it follows

(1− p)(1− q) =
(1− s)

(u1s− 1)(u3s− 1)
·(2.10)

Then, to determine p and q we are going to work with (2.9) and (2.10).
Using the equivalence of the Remark 1, the system given by equations

(2.9) and (2.10) has solutions p, q ∈]0, 1[ if and only if

s
−u2s+ u1u3s2

(u1s− 1)(u3s− 1)
+

s
1− s

(u1s− 1)(u3s− 1)
≤ 1.(2.11)

Let us see if the above inequality holds for the value s =
u2
u1u3

. In this

case, the equation (2.12) reduces to
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s
1− s

(u1s− 1)(u3s− 1)
≤ 1⇔ 0 ≤ 1− s

(u1s− 1)(u3s− 1)
≤ 1(2.12)

which is well defined. In fact

(u1s− 1)(u3s− 1) = 1−
u2
u1
− u2

u3
+

u22
u1u3

=
u1u3 − u2u3 − u2u1 + u22

u1u3
> 0(2.13)

since

u1u3 − u2u3 − u2u1 + u22 = u1u3 + u2(−u3 − u1 + u2 + 1)− u2 > 0

because ui < 0 for i = 1, 2, 3 and −1 + u3 + u1 − u2 > 0. Note that the
discriminant of (2.12) is positive.

Moreover,

(1− s)− (u1s− 1)(u3s− 1) =

µ
1− u2

u1u3

¶
−
Ã
1− u2

u1
− u2

u3
+

u22
u1u3

!

=
u2(−1 + u3 + u1 − u2)

u1u3
< 0,

since ui < 0 for i = 1, 2, 3 and the condition (2.6), which means that the

inequality (2.11) holds with s =
u2
u1u3

· Then, our equations (2.9) and (2.10)
have solutions for some p < 1 and 0 < q < 1.

In addition, v1 = u1s =
u2
u3

> 1 and v3 = u3s =
u2
u1

> 1 since the

inequality (2.6) and ui < 0, i = 1, 2, 3.

Finally, it can be computed that the diagonal elements of the combined
matrix of S are

diag(Φ(S)) =

µ
v1
s
,
v1v3 − pq(v1 − 1)(v3 − 1)

s
,
v3
s

¶
,

which are precisely the elements (u1, u2, u3) of equations 3equ. Then, we
have found a solution for the unknowns v1, v3, p and q with the value

s =
u2
u1u3

in which case det(S) < 0. However, p or q must be zero. It is

easy to check that the result follows with s =
u2
u1u3

−� with the appropriate
value for � > 0, in which case 0 < p < 1 and 0 < q < 1. Note that with
these conditions the matrix S is (1,1,-1)—sign regular by Lemma 1. 2
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Example 1. (⇒) Let the (1,1,-1)—sign regular matrix

S =

⎡⎢⎣ 1.2 1 0.2
1 1 1

0.5 1 2

⎤⎥⎦
where v1 = 6, v3 = 2, p, q ∈]0, 1[ and s = −1. Its combined matrix is

Φ(S) =

⎡⎢⎣ −6 7.5 −0.5
9 −11.5 3.5
−2 5 −2

⎤⎥⎦
and its diagonal entries are negative and satisfy

u1 + u3 − u2 − 1 = 2.5 > 0.

(⇐) Let the three negative numbers u1 = −6, u2 = −17 and u3 = −6.
Note that u1 + u3 − u2 − 1 = 4 > 0.

According to the proof of Theorem 1, we can choose s = u2
u1u3
−� = −0.5.

We obtain the parameters p, q ∈]0, 1[ solving the system (2.9)-(2.10), and
the parameters v1, v3 > 1 solving (2.8). So, we construct the matrix

S =

⎡⎢⎣ 1.5 1 0.25
1 1 1

0.5 1 1.5

⎤⎥⎦
with all conditions of Lemma 1 fulfilled. Then , u1, u2, u3 are the diagonal
entries of the combined matrix of the (1,1,-1)—sign regular matrix S:

Φ(S) =

⎡⎢⎣ −6 8 −1
10 −17 8
−3 10 −6

⎤⎥⎦
2.2. Sign regular matrices with signature (1,−1,−1) or (−1,−1,1)

Now, we study the last case. In particular, of these two equivalent cases,
we will consider the case with signature (1,−1,−1). Let us start with the
following result.

Lemma 2. Let A = [aij ] be a 3 × 3 matrix, where aij > 0, i, j = 1, 2, 3.
Then, A is (1,-1,-1)—sign regular if and only if it is positively diagonally
equivalent to the matrix

T =

⎡⎢⎣
v1

v1−1 1 p

1 1 1
q 1 v3

v3−1

⎤⎥⎦(2.14)
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v1, v3 < 0(2.15)

p, q > 1(2.16)

t = 1− (p− 1)(q − 1)(v1 − 1)(v3 − 1) < 0(2.17)

Proof. (⇒) Reasoning as in Lemma 1 we obtain a matrix T positively

equivalent to A given by T =

⎡⎢⎣
v1

v1−1 1 p

1 1 1
q 1 v3

v3−1

⎤⎥⎦ where
vi =

aiia22
aiia22 − ai2a2i

for i = 1, 3, p =
a13a22
a12a23

and q =
a22a31
a21a32

.

Let us see that p, q, v1, v3 and t satisfy conditions (2.2), (2.3) and (2.4).
Let Aij denote the 2 × 2 submatrix of A deleting row i and column j

from A. Since A is (1,-1,-1)—sign regular, we have

1. Since det(A33) = (a11a22 − a12a21) < 0, and det(A11) < 0 we have
v1 < 0 and v3 < 0. Then, condition (2.2) is fulfilled.

2. Since det(A31) = (a12a23 − a13a22) < 0 we deduce that p > 1. More-
over q > 1 since det(A13) = (a21a32 − a31a22) < 0, that is, (2.3)
holds.

3. Since A and T have the same determinant, then

det(T ) =
1− (p− 1)(q − 1)(v1 − 1)(v3 − 1)

(v1 − 1)(v3 − 1)
(2.18)

is negative. This implies that t < 0 which is the condition (2.4).

Therefore, T has the required form and the entries satisfy the correspond-
ing conditions (2.2)—(2.4).
(⇐) Conversely, suppose that A is positively diagonally equivalent to ma-
trix T and the conditions (2.2), (2.3) and (2.4) are satisfied. In this case, it
remains to prove that the matrix T is (1,-1, -1)—sign regular since A and T
have the same signature. Let us verify the sign of all determinants of order
1, 2 and 3.

1. Determinants of order 1. All of them are positive according to con-
ditions (2.2) and (2.3).

2. Determinants of order 2.
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• det(T11) =
³

v3
v3−1 − 1

´
= 1

v3−1 < 0 and det(T33) =
³

v1
v1−1 − 1

´
<

0 by (2.2).

• det(T13) = (1− q) < 0, and det(T31) = (1− p) < 0 by (2.3).

• det(T12) =
³

v3
v3−1 − q

´
< v3

v3−1−1 =
1

v3−1 < 0 by (2.3) and (2.2) .

Similarly, det(T21) =
³

v3
v3−1 − p

´
< 0, det(T32) =

³
v1

v1−1 − p
´
<

0, and det(T23) =
³

v1
v1−1 − q

´
< 0.

• det(T22) =
³

v1
v1−1

v3
v3−1 − pq

´
< 0 since

³
v1

v1−1 − p
´

< 0 and³
v3

v3−1 − q
´
< 0.

3. Determinant of T . It is clear that det(T ) < 0 by (2.18), (2.17) and
(2.15).

Therefore, T is sign regular with signature (1,−1,−1) and the given
matrix A also. 2

Theorem 2. A necessary and sufficient condition for three numbers, u1, u2, u3
to be the diagonal entries of the combined matrix of a (1,−1,−1)—sign reg-
ular matrix is that ui > 0, i = 1, 2, 3, and

√
u1 +

√
u3 −

√
u2 + 1 ≤ 0.(2.19)

Proof. (⇒) Note that the diagonal entries of the combined matrix of a
(1,-1,-1)—sign regular matrix A are

ui =
aii detAii

detA
> 0, i = 1, 2, 3.

In addition, any (1,-1,-1)—sign regular matrix is positively diagonally
equivalent to the matrix T of matrix-T with the conditions (2.2)-(2.4) given
in Lemma 2. As before, the combined matrix of T , Φ(T ), has the following
diagonal entries:

u1 =
v1
t
, u2 =

v1v3 − pq(v1 − 1)(v3 − 1)
t

, u3 =
v3
t

(2.20)

where
t = 1− (1− p)(1− q)(v1 − 1)(v3 − 1) < 0. Then,

pq =
−u2t+ u1u3t

2

(u1t− 1)(u3t− 1)
(2.21)
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from the second diagonal entry. Moreover, we can write (2.4) as

(1− p)(1− q) =
1− t

(−1 + u1t)(−1 + u3t)
·(2.22)

From the last two equations, we have

(1-q)

Ã
1− −u2t+ u1u3t

2

q(−1 + u1t)(−1 + u3t)

!
=

1− t

(−1 + u1t)(−1 + u3t)
·

Simplifying, we have

q2(−1 + u1t)(−1 + u3t) + q(−1 + u1 + u2 + u3 − 2u1u3t)t

− t(u2 − u1u3t) = 0.(2.23)

We have two real values p, q > 1 satisfying equation (2.23). This implies
that its discriminant is greater than or equal to zero, that is

(t24u1u3+t(1−2u1+u21−2u2−2u1u2+u22−2u3−2u1u3−2u2u3+u23)+4u2)t ≥ 0.
(2.24)
The corresponding equation, related to (2.24), has the solution t = 0 plus
the roots of the quadratic equation

t24u1u3+t(1−2u1+u21−2u2−2u1u2+u22−2u3−2u1u3−2u2u3+u23)+4u2 = 0.
(2.25)

To have all real roots, again its discriminant must be greater than or
equal to zero, that is

−64u1u2u3+
³
u21 + u22 + (−1 + u3)

2 − 2u2(1 + u3)− 2u1(1 + u2 + u3)
´2
≥ 0.

(2.26)
The corresponding equation, related to (2.26), is of fourth degree with

the variable u2 and has the possible solutions:

x1 = 1 + u1 + 2
√
u1
√
u3 + u3 + 2|

√
u1 −

√
u3|,

x2 = 1 + u1 − 2
√
u1
√
u3 + u3 − 2|

√
u1 −

√
u3|,

x3 = 1 + u1 − 2
√
u1
√
u3 + u3 + 2 (

√
u1 +

√
u3) ,

x4 = 1 + u1 + 2
√
u1
√
u3 + u3 + 2 (

√
u1 +

√
u3) .

Then, there are three possible regions for u2 where (2.26) holds. The
first region is when u2 is greater than or equal to the biggest root x4 =
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¡
1 +
√
u1 +

√
u3
¢2
. In this case u2 ≥ x4 which is inequality (2.19) of our

theorem.
The possibility that u2 be in the other two regions is null, as we are

going to see by contradiction.
The second possible region where the discriminant is not negative is

determined by two of the three roots, x1, x2, x3 depending on they are
different and which one is the smallest. If we suppose without loss of gen-
erality that u1 ≥ u3, then x1 =

¡
1 +
√
u1 −

√
u3
¢2
, x2 =

¡
1−√u1 +

√
u3
¢2

and x3 =
¡
1−√u1 −

√
u3
¢2
. (Note that, if u1 ≤ u3, the roots x1 and x2

interchange its values.)
The expressions of the roots of (2.24) are

t =
1

8u1u3

µ
− 1 + 2u1 − u21 + 2u2 + 2u1u2 − u22 + 2u3 + 2u1u3 + 2u2u3 − u23

±
q
−64u1u2u3 +

¡
1− 2u1 + u21 − 2u2 − 2u1u2 + u22 − 2u3 − 2u1u3 − 2u2u3 + u23

¢2 ¶
.

(2.27)
Since u1, u2, u3 > 0, the roots of equation (2.27) are positive if and only if

b = 1− 2u1 + u21 − 2u2 − 2u1u2 + u22 − 2u3 − 2u1u3 − 2u2u3 + u23 < 0.

Note that the value of b is negative when u2 is between the two roots
b1 = 1+u1+u3−2

√
u1 + u3 + u1u3 and b2 = 1+u1+u3+2

√
u1 + u3 + u1u3.

Then, if u2 goes into this region the function b will be negative and the roots
of t positive which will be a contradiction with our point of depart where
we have that t < 0.

Let us see that our second region defined by x1, x2 or x3 is included in
the interval with bounds b1 and b2.

First note that b2 > x1, x2, x3 since

b2 − x1 = 2
¡√

u3 −
√
u1 +

√
u1u3 +

√
u1 + u3 + u1u3

¢
b2 − x2 = 2

¡√
u1 −

√
u3 +

√
u1u3 +

√
u1 + u3 + u1u3

¢
b2 − x3 = 2

¡√
u1 +

√
u3 −

√
u1u3 +

√
u1 + u3 + u1u3

¢
where the three differences are positive because

√
u1 + u3 + u1u3 >

√
u1,
√
u3,
√
u1u3.

For the lower bound b1 we can see that b1 is less than at least two of
the three roots x1, x2, x3, two of them defining the second region.
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• For all u1 ≥ u3 > 0, we have

b1 < x1 ⇔
√
u3 +

√
u1u3 <

√
u1 +

√
u1 + u3 + u1u3

and the second inequality holds since
√
u1 ≥

√
u3 and√

u1 + u3 + u1u3 >
√
u1u3.

• If u1 ≥ 1, then

b1 < x3 ⇔
√
u1 +

√
u3 <

√
u1u3 +

√
u1 + u3 + u1u3

and the second inequality holds because
√
u1u3 ≥

√
u3 and√

u1 + u3 + u1u3 >
√
u1.

• If u1 < 1, we have

b1 < x2 ⇔
√
u1 +

√
u1u3 <

√
u3 +

√
u1 + u3 + u1u3

and the second inequality holds since
√
u3 >

√
u1u3 and√

u1 + u3 + u1u3 >
√
u1.

Then, the second region is included in ]b1, b2[ and u2 cannot be in this
interval because t would be positive.

Let us study the third region, of values of u2, where the discriminant
(2.26) is not negative. This case corresponds when u2 is less than or equal to
the smallest root, that is, u2 ≤ x1, x2, x3. Again, without loss of generality,
we suppose that u1 ≥ u3.

• u3 ≤ 1, then

u2 − x3 = u2 − (1−
√
u1 −

√
u3)

2

= (u2 − 1− u1 − u3) + 2(
√
u1 +

√
u3 −

√
u1u3)

= F + 2G > 0

since F and G are positive. This is because from the values of
u1, u2, u3 of the equation (2.20) we obtain

F =
(v1 − 1)(v3 − 1)(2− p− q)− 2

t
> 0.

Moreover, in this case, u1u3 ≤ u1 and then G > 0.
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• u3 > 1, then

u2 − x2 = u2 − (1−
√
u1 +

√
u3)

2

= (u2 − 1− u1 − u3) + 2(
√
u1 −

√
u3 +

√
u1u3) > 0

which is positive because u1 ≥ u3 and so
√
u1 ≥

√
u3 and the consid-

erations of the above term F .

Then, u2 values cannot be in the third region.

Therefore, the values of u2 for which the discriminant (2.26) is not
negative, are only in the first region. Hence, we can conclude that, if
u1, u2, u3 are the diagonal entries of a (1,-1,-1)-sign regular matrix then,
u1 > 0, u2 > 0, u3 > 0 and the equation (2.19) holds.

Conversely, let u1, u2, u3 be three positive numbers satisfying the equation
(2.19). We are looking for v1, v3 < 0, p, q > 1 and t < 0 so that the equation

u1 =
v1
t
, u2 =

v1v3 − pq(v1 − 1)(v3 − 1)
t

, u3 =
v3
t

(2.28)

and t = 1− (1− p)(1− q)(v1 − 1)(v3 − 1) hold. Then, we will built a (1,-
1,-1)—sign regular matrix T as in Lemma 2 with the structure of matrix-T
and conditions (2.15)-(2.17) such that u1, u2, u3 are the diagonal entries of
its combined matrix Φ(T ).

We are going to argue in an opposite way as in the last part of the
direct proof. From condition (2.19), the inequality (2.26) holds and then
equation (2.25) has real the two nonzero roots described in (2.27).

Since u1 > 0, u2 > 0, u3 > 0, the last two roots are negative provided
that

b = 1− 2u1 + u21 − 2u2 − 2u1u2 + u22 − 2u3 − 2u1u3 − 2u2u3 + u23 > 0.

This last inequality holds from the inequality (2.19) of our theorem. That
is, we can write

u2 = (1 +
√
u1 +

√
u3)

2 + �, with � ≥ 0

and then

b = �2 + 4�
√
u1 + 4�

√
u3 + 8

√
u1
√
u3 + 4�

√
u1
√
u3 + 8u1

√
u3 + 8u3

√
u1 > 0

for all � ≥ 0.
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Then, if we choose a negative value of t between these negative roots,
we obtain v1 = u1t < 0, v3 = u3t < 0 and p, q > 0 where p and q are the
solutions of equation (2.23).

It remains to prove that p, q > 1. Our condition (2.19) implies u2 ≥
u1 + u3 + 2

√
u1
√
u3 + 2

√
u1 + 2

√
u3 + 1. Then

u2 + 1 > u1 + u3,

that is
−u2t− t > −u1t− u3t,

since t < 0. Adding 1 + u1u3t
2 to both terms, we have

−u2t− t+ u1u3t
2 + 1 > (u1t− 1)(u3t− 1),

and so p
−u2t− t+ u1u3t2 + 1 >

q
(u1t− 1)(u3t− 1).

The first square root satisfiesp
−u2t+ u1u3t2 +

√
1− t >

p
−u2t− t+ u1u3t2 + 1

and then s
−u2t+ u1u3t2

(u1t− 1)(u3t− 1)
+

s
1− t

(u1t− 1)(u3t− 1)
> 1.

Then, from Remark 1 the solutions of equations (2.21) and (2.22) are not
in (0, 1). Since p, q > 0 and (1 − p)(1 − q) > 0 by equation (2.22), then
p, q > 1.

Then, we have found a solution for the unknowns t, v1, v3, p and q
satisfying conditions (2.2)-(2.4) in which case the matrix T is (1,-1,-1)—sign
regular by Lemma 2. Note that the diagonal elements of its combined
matrix are

diag(Φ(T )) =

µ
v1
t
,
v1v3 − pq(v1 − 1)(v3 − 1)

t
,
v3
t

¶
,

which are precisely the elements (u1, u2, u3) of the equation (2.28). 2

Example 2. (⇒) Consider the (1,-1,-1)—sign regular matrix

T =

⎡⎢⎣ 0.5 1 100
1 1 1
5 1 0.25

⎤⎥⎦ .
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Note that p, q > 1, v1 = −1 < 0, v3 = −1/3 < 0 and t = −1055 < 0.
The diagonal entries of its combined matrix are u1 = 1/1055, u2 =

1333/1055, u3 = 1/3165 fulfilling

(
√
u1 +

√
u3 + 1)

2 ≈ 1, 09948 < u2 ≈ 1.26351.

(⇐) Consider u1 = u3 = 1. Since (
√
u1 +

√
u3 + 1)

2 = 9, we take
u2 = 10. To obtain the (1,-1,-1)—sign regular matrix T , we need to compute
the negative roots expressed in (2.27): t1 = −8 and t2 = −5/4. Then we
take t = −2. With these value of t < 0 we can compute v1 = u1/t = v3 =
u3/t = −1/2 and obtain the roots of (2.23), the values (greater than 1) of
p and q are

p =
4

3
, q = 2 or p = 2, q =

4

3
·

Then, {1, 10, 1} are the diagonal entries of the combined matrix of T ,
where T is the (1,-1,-1)—sign regular matrix built as in Lemma 2. That is,
T can be any of the following matrices

T1 =

⎡⎢⎣ 2
3 1 2
1 1 1
4
3 1 2

3

⎤⎥⎦ , T2 =

⎡⎢⎣ 2
3 1 4

3
1 1 1
2 1 2

3

⎤⎥⎦ .
(Symmetric case) Taking u1 = 4, u3 = 9 and u2 = (

√
u1 +

√
u3 + 1)

2 =
36, we obtain only one negative root for t: t = −1. With these value of
t < 0, we can obtain p = q = 6/5 > 1, v1 = −4 < 0 and v3 = −9.

Then, the (1,-1,-1)—sign regular matrix is, for instance,

T1 =

⎡⎢⎣ 4
5 1 6

5
1 1 1
6
5 1 9

10

⎤⎥⎦ or T2 =

⎡⎢⎣ 8 10 12
10 10 10
12 10 9

⎤⎥⎦ .
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