Existence of solution for some quasilinear parabolic systems with weight and weak monotonicity
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Abstract:

We prove the existence of weak solution \(u\) for the nonlinear parabolic systems:

\[
\begin{align*}
\partial_t u - \text{div} \sigma(x, t, u, Du) &= v(x, t) + f(x, t, u) + \text{div} g(x, t, u) \text{ in } \Omega_T \\
 u(x, t) &= 0 \text{ on } \partial \Omega \times (0, T) \\
 u(x, 0) &= u_0(x) \text{ on } \Omega
\end{align*}
\]

which is a Dirichlet Problem. In this system, \(v\) belongs to \(L^p(0, T, W^{-1,p}(\Omega, \omega^*, \mathbb{R}^m))\); and \(u_0 \in L^2(\Omega, \omega_0, \mathbb{R}^m)\), \(f\) and \(g\) satisfy some standards continuity and growth conditions. We prove existence of a weak solution of different variants of this system under classical regularity for some \(p \in ]\frac{2n}{n+2}; \infty[\), growth and coercivity for \(\sigma\) but with only very mild monotonicity assumptions.
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1. Introduction

Let $\Omega$ be a bounded open domain in $\mathbb{R}^n$, $n \geq 2$ and $0 < T < \infty$ is given; we recall that $\Omega_T$ is defined as the cylinder $\Omega \times (0; T)$. This part is devoted to establish Leray-lions existence results for parabolic problems in divergence form of type $(QPS)_\omega$. In this paper, the aim of this text is to prove existence results under relaxed monotonicity, in particular under strict quasi-monotonicity. The main technical tool we advocate and use throughout the proof are Young measures. By applying a Galerkin schema, we obtain easily an approximating sequence $u_k$. The Ball’s theorem and especially the resulting tools made available by Hungerbühler [9] to partial differential equation theory give then a sufficient control on the gradient approximating sequence $D u_k$ to pass to the limit. This method is used by Dolzmann, Mueller and Mainly by Hungurbühler to get the existence of a weak solution for the quasi-linear elliptic system and quasi-linear parabolic. Among the authors who have studied the existence of a solution of parabolic equations, we find Dominique Blandand and Redwane Hicham [5]. This paper can be seen as a generalization of Hungurbühler. This problem was made by Hungurbührer N, see [9] in a space of Sobolev without weight, with $p \in \left[\frac{2n}{n+2}, \infty\right]$.

2. Functional framework

**Definition 2.1.** Let $X$ be a Banach space and $0 < T < \infty$, the space $L^p(0, T; X)$ with $1 \leq p \leq \infty$ consists of all measurable functions (identified modulo the relation "equal almost everywhere") $u : (0; T) \rightarrow X$ for which

$$
\|u\|_{L^p(0, T; X)} = \left(\int_0^T \|u(t)\|^p_X dt\right)^{\frac{1}{p}}, \text{ if } p \geq 1;
$$

$$
\|u\|_{L^\infty(0, T; X)} = \text{ess sup}_{t \in (0; T)} \|u(t)\|_X, \text{ if } p = \infty
$$

Again, equipped with the norm $\|\cdot\|_{L^p(0, T; X)}$; $L^p(0, T; X)$ is a Banach space. In the special case where $p = 2$ and $X$ is a Hilbert space $L^2(0, T, X)$ equipped with the inner product $\langle u, v \rangle = \int_0^T \langle u(t), v(t) \rangle_X dt$; for all $u; v \in L^2(0, T, X)$ is a Hilbert space. Moreover, if $1 \leq q \leq \infty$ the following Hölder inequality holds for all $v \in L^q(0, T, X')$ and all $u \in L^p(0, T, X)$.

$$
\int_0^T |\langle u(t), v(t) \rangle| dt \leq \|v\|_{L^q(0, T, X')} \cdot \|u\|_{L^p(0, T, X)}
$$
and $L^p(0, T, X) \hookrightarrow L^p(0, T, Y)$, for all $X, Y$ such that $X \hookrightarrow Y$.

$C^k([0; T], X)$ are dense in $L^p(0, T, X)$ as $p \leq \infty$.

$C^k([0; T], X) \hookrightarrow L^p(0, T, X)$ is continuous. If $1 \leq p < \infty$ and $X$ is separable; so is $L^p(0, T, X)$. If $1 < p < \infty$, $L^p(0, T, X)$ is uniformly convex in the case where $X$ is uniformly convex, and, reflexive, separable when $X$ is reflexive and separable Banach space.

**Definition 2.2.** (Lebesgues and Sobolev spaces with weight): For $1 \leq p \leq \infty$ and $k \in \mathbb{N}$, we consider the weight spaces:

$\mathcal{L}^p(\Omega, \omega_0, \mathbb{R}^m) \equiv \left\{ u = u(x); \ u_j^{\frac{1}{p}} \in L^p(\Omega, \mathbb{R}^m) \right\}$

with, $\omega_0 = (\omega_{0j})_{1 \leq j \leq m}$.

$\mathcal{W}^{k,p}(\Omega, \omega_\alpha, \mathbb{R}^m) \equiv \left\{ u \in \mathcal{L}^p(\Omega, \omega_\alpha, \mathbb{R}^m); \ D^\alpha u \in \mathcal{L}^p(\Omega, \omega_\alpha, \mathbb{R}^m); \ for \ 0 \leq |\alpha| \leq k \right\}$.

$D^\alpha u$ is the weak derivative of $u$.

The weighted functions $\omega_\alpha$ defined by:

$\omega_\alpha = \begin{cases} 
\omega_0 = (\omega_{0j})_{1 \leq j \leq m} & if \ |\alpha| = 0, \\
\omega = (\omega_{ij})_{1 \leq i \leq n; \ 1 \leq j \leq m} & if \ |\alpha| = 1, \\
\text{arbitrary weight functions} & if \ 2 \leq |\alpha| \leq k.
\end{cases}$

And $\omega^*_{ij} = w^{1-p}_{ij}$ is the conjugate of $\omega_{ij}$. We defined the inner product in $L^2(\Omega, \omega_0, \mathbb{R}^m)$ by: $\langle u, v \rangle_{2, \omega_0} = \sum_{j=1}^m \int_\Omega (w_{0j}^{\frac{1}{p}}u_j)(w_{0j}^{\frac{1}{p}}v_j)dx$, for all $u, v \in L^2(\Omega, \omega_0, \mathbb{R}^m)$. And for all $u, v \in \mathcal{W}^{r,2}_0(\Omega, \omega_\alpha, \mathbb{R}^m)$ we denotes the inner product by:

$\langle u, v \rangle_{\mathcal{W}^{r,2}(\omega_\alpha)} = \langle u, v \rangle_{2, \omega_0} + \sum_{i,j=1}^{n,m} \int_\Omega (w_{ij}^{\frac{1}{r}}D_{ij}u)(w_{ij}^{\frac{1}{r}}D_{ij}v)dx + \sum_{2 \leq |\alpha| \leq r} \int_\Omega (w_\alpha^{\frac{1}{r}}D^\alpha u)(w_\alpha^{\frac{1}{r}}D^\alpha v)dx$.

We denote $\mathcal{W}^{k,p}_0(\Omega, \omega_\alpha, \mathbb{R}^m)$ the closure of $C^\infty_0(\Omega, \mathbb{R}^m)$ in $\mathcal{W}^{k,p}(\Omega, \omega_\alpha, \mathbb{R}^m)$, where the norm is $\| \cdot \|_{k,p,\omega_\alpha}$ is given by:
\[ \|u\|_{k,p,\omega_0} = \left( \sum_{0 \leq |\alpha| \leq k} \| D^\alpha u \|_p \omega_0 \right)^{\frac{1}{p}}. \]

We have:

\[ W^{k,p}_0(\Omega,\omega_0,\mathbb{R}^m) \hookrightarrow W^{k,p}(\Omega,\omega_0,\mathbb{R}^m) \hookrightarrow L^p(\Omega,\omega_0,\mathbb{R}^m). \]

\( W^{k,p}_0(\Omega,\omega_0,\mathbb{R}^m) \) denotes the space of real matrices equipped with inner product \( M \) and the tensor product \( a \otimes b \) of two vectors \( a,b \in \mathbb{R}^n \) is defined to be the matrix \( (a_i b_j)_{i,j=1,...,m} \).

**Definition 2.3.** Let \( \Omega \) be a measurable subset of \( \mathbb{R}^n \), \((\mu_k)_{k \in \mathbb{N}}\) and \( \mu \) be a sequence and respectively an element in \( M(\Omega,\mathbb{R}^m) \). We say that \((\mu_k)\) converges weakly * to \( \mu \), which is denoted by \( \mu_k \rightharpoonup^* \mu \), if:

\[ \int f d\mu_k \rightarrow \int f d\mu, \text{ for all } f \in C_c(\Omega,\mathbb{R}^m). \]

**Theorem 2.1.** (Ball) Let \( \Omega \) be Lebesgue measurable of \( \mathbb{R}^n \), let \( k \subset \mathbb{R}^m \) be closed, and let \( u_j : \Omega \rightarrow \mathbb{R}^m \), \( j \in \mathbb{N} \), be a sequence of Lebesgue measurable functions satisfying \( u_j \rightarrow K \) in measure as \( j \rightarrow \infty \), i.e: given any open neighborhood \( U \) of \( k \) in \( \mathbb{R}^m \) such that:

\[ \lim_{j \rightarrow \infty} |\{ x \in \Omega : u_j(x) \notin U \}| = 0. \]

Then there exist a sequences \( u_k \) of \( u_j \) and a family \( \vartheta_x \), of positive measure on \( \mathbb{R}^m \), depending measurably on \( x \) such that:

- i) \( \| \vartheta_x \| = \int_\Omega d\vartheta_x \leq 1 \), for a.e. \( x \in \Omega \).
- ii) \( \text{Supp} \vartheta_x \subset K \), for a.e. \( x \in \Omega \).
- iii) \( f(u_k) \rightharpoonup^* (\vartheta_x,f) = \int_{\mathbb{R}^m} f(\lambda) d\vartheta_x(\lambda) \), in \( L^\infty(\Omega) \); for each \( f \) continuous functions \( f : \mathbb{R}^n \rightarrow \mathbb{R} \) satisfying \( \lim_{|\lambda| \rightarrow \infty} f(\lambda) = 0 \).

**Lemma 2.1.** (Fatou) Let \( F : \Omega \times \mathbb{R}^m \times M^{m \times n} \rightarrow \mathbb{R} \) be a carathéodory functions and \( u_k : \Omega \rightarrow \mathbb{R}^m \) a sequence of measurable functions such that \( Du_k \) generates the Young measure \( \vartheta_x \) with \( \| \vartheta_x \| = 1 \) for almost every
\( x \in \Omega \). Then:

\[
\liminf_{k \to \infty} \int_{\Omega} F(x, u_k, D_{\chi_k}) dx \geq \int_{\Omega} \int_{\mathbb{R}^{m \times n}} F(x, u, \xi) d\rho_{\chi}(\xi) \, dx.
\]

Provided that the negation \( F^-(x, u_k, D_{\chi_k}) \) is equiintegrable. More general versions of the this lemma may be found in [13], [14] and [10], proof see [8] (lemma 1-5).

3. Hypothesis

We assume that:

\[
(3.1) \quad w_{ij} \in L^1(\Omega), \quad w_{ij}^{p-1} \in L^1_{\text{loc}}(\Omega)
\]

\[
(3.2) \quad w_{ij}^{-s} \in L^1(\Omega)
\]

for some \( s \in \max\left(\frac{1}{p-1}, \frac{n}{p}\right); \infty\]. The Sobolev space \( W^{1,p}(\Omega, \omega, \mathbb{R}^m) \) equipped with the norm

\[
\| u \|_{1,p,w}^p = \sum_{j=1}^{m} \int_{\Omega} w_{ij} |u_j|^p dx + \sum_{i,j} \int_{\Omega} w_{ij} |D_{ij} u|^p dx.
\]

is a Banach space, reflexive, and \( C_0^\infty(\Omega, \mathbb{R}^m) \) is a subspace of \( W^{1,p}(\Omega, \omega, \mathbb{R}^m) \). The space \( W^{1,p}_0(\Omega, \omega, \mathbb{R}^m) \) is the fermenter of \( C_0^\infty(\Omega, \mathbb{R}^m) \) in \( W^{1,p}(\Omega, \omega, \mathbb{R}^m) \) for the norm \( \| \cdot \|_{1,p,w}^p \).

(by the condition 3.1). The norm \( \| \cdot \|_{1,p,w}^p \) equivalent to the norm

\[
\| u \|_{W^{1,p}_0(\Omega, \omega, \mathbb{R}^m)} = \left( \sum_{i,j} \int_{\Omega} w_{ij} |D_{ij} u|^p dx \right)^{\frac{1}{p}}, \quad \text{with} \quad D_{ij} u = \frac{\partial u_i}{\partial x_j}, \quad \text{by: The condition 3.2). If we suppose} \quad \omega_{ij} = 1, \quad \text{for all} \quad j = 1; 2; \ldots; m, \quad \text{and} \quad \text{The condition 3.2, we give:}
\]

\[
(3.3) \quad (W^{1,p}(\Omega, \omega, \mathbb{R}^m) \hookrightarrow (W^{1,p}_0(\Omega, \mathbb{R}^m) \hookrightarrow L^p(\Omega, \mathbb{R}^m),
\]

for all \( 1 \leq r < p^*_s \) if \( p,s \leq n(s+1), \) and

\[
\forall r \geq 1 \quad \text{if} \quad p,s > n(s+1)
\]

with \( p^*_s = \frac{p^s}{s-1} \) and \( p^*_s = \frac{n p^s}{n(s-1)-p^s} \). The Hardy-Type inequalities in condition \((P_0)\) is verifies for \( \gamma_j = 1; j = 1; 2; \ldots; m \)
\( \sigma : \Omega \times [0,T] \times \mathbb{R}^m \times \mathbb{M}^{m \times n} \rightarrow \mathbb{M}^{m \times n} \) is a Carathéodory functions, i.e:
\[
(x,t) \mapsto \sigma(x,t,u,F) \text{ is measurable for every } (u,F) \in \mathbb{R}^m \times \mathbb{M}^{m \times n}
\]
and
\[
(u,F) \in \mathbb{R}^m \times \mathbb{M}^{m \times n} \rightarrow \sigma(x,t,u,F) \text{ is continuous for almost every } (x,t) \in \Omega_T.
\]

\[(P_2) \text{ (Coercivity and growth): There exist constants } c_1, c_2, \beta > 0 \text{ and } \lambda_1 \in L^p(\mathbb{\Omega}_T,\mathbb{R}^m), \lambda_2 \in L^1(\mathbb{\Omega}_T,\mathbb{R}^m), \lambda_3 \in L^{\left(\frac{\alpha}{p}\right)}(\mathbb{\Omega}_T), 0 < \alpha < p, 1 < q < \infty, \text{ such that, for all } 1 \leq r \leq n, \text{ and } 1 \leq s \leq m:
\]
\[
|\sigma_{rs}(x,t,u,F)| \leq \beta \omega^{\frac{1}{p}}_r \left[ \lambda_1 + c_1 \sum_{j=1}^{m} \gamma_j^\frac{1}{p} |u_j|^p + c_1 \sum_{i,j} \omega_{ij}^\frac{1}{p} |F_{ij}|^{p-1} \right]
\]

\[
\sigma(x,t,u,F) : F \geq -\lambda_2(x,t) - \sum_{j=1}^{m} \lambda_3(x,t) \omega_j^\frac{1}{p} |u_j|^\alpha + c_2 \sum_{i,j} \omega_{ij} |F_{ij}|^p.
\]

\[(P_3) \text{ (Monotonicity): } \sigma \text{ satisfies one of the following conditions:}
\]

- (a) For all \((x,t) \in \Omega_T\) and all \(u \in \mathbb{R}^m\), the map: \( F \mapsto \sigma(x,t,u,F) \) is a \( C^1\)- functions and is monotone.

- (b) There exist a function: \( W : \Omega_T \times \mathbb{R}^m \times \mathbb{M}^{m \times n} \rightarrow \mathbb{R}, \) such that

\[
\sigma(x,t,u,F) = \frac{\partial W}{\partial F}(x,t,u,F), \text{ and } F \mapsto W(x,t,u,F) \text{ is convex and } C^1\)- function.
\]

- (c) For all \((x,t) \in \Omega_T\) and all \(u \in \mathbb{R}^m\), the map: \( F \mapsto \sigma(x,t,u,F) \) is strictly monotone.

- (d) \( \sigma \) is strictly -\( p \) quasi monotone in \( F \) i.e:

\[
\int_{\mathbb{M}^{m \times n}} (\sigma(x,t,u,\lambda) - \sigma(x,t,u,\lambda)) (\lambda - \lambda) \, d\theta(\lambda) > 0
\]

\[(P_0) \text{ (The Hardy-Type inequalities): There exist } c > 0, \text{ one weighted function}
\]
\[
\gamma = (\gamma_j)_{1 \leq j \leq m}, \text{ and the parameter } 1 < q, \text{ such that:}
\]
\[
\left( \sum_{j=1}^{m} \int_{\Omega} \gamma_j |u_j|^q \, dx \right)^\frac{1}{q} \leq c \left( \sum_{i,j} \int_{\Omega} w_{ij} |D_{ij}u|^p \, dx \right)^\frac{1}{p}
\]

\[
\text{and the expression} \left( \sum_{i,j} \int_{\Omega} w_{ij} |D_{ij}u|^p \, dx \right)^\frac{1}{p} \text{ is a norm equivalent to the norm} \| \cdot \|_{1;p;\omega} \text{ in } W^{1,p}_{0}(\Omega,\omega,\mathbb{R}^m).
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(F0) (continuity) $f: \Omega_T \times \mathbb{R}^n \rightarrow \mathbb{R}^m$ is a Carathéodory function, i.e. $(x,t) \mapsto f(x,t,u)$ is measurable for every $u \in \mathbb{R}^n$ and $u \mapsto f(x,t,u)$ is continuous for almost every $(x,t) \in \Omega_T$.

(F1) (Growth) There exist $0 < \gamma < p - 1$, $b_1 \in L^{\bar{p}}(\Omega_T)$ and $b_2 \in L^{\gamma^+}(0,T; L^{\bar{p}}(\Omega))$, such that:

$$| f_k(x,t,u) | \leq b_1 \omega_0^k + \sum_{j=1}^{m} b_2|u_j|^\frac{p-1}{\omega_0^j} : \quad k = 1; 2; \ldots; m.$$  

$\gamma^+ = \left(\frac{p}{p-1-\gamma}\right)'$ is the Hölder conjugate of $\frac{p}{\gamma}$.

(G0) (continuity) $g: \Omega_T \times \mathbb{R}^n \rightarrow M^{m \times n}$ is a Carathéodory function.

(G1) (Growth) There exist $0 < \eta < p - 1$, $b_4 \in L^{\bar{p}}(\Omega_T)$ and $b_5 \in L^{\bar{p}-\gamma}(0,T; L^{\bar{p}-\gamma}(\Omega))$, such that:

$$| g_{rs}(x,t,u) | \leq b_4 \omega_0^r + \sum_{j=1}^{m} b_5|u_j|^\frac{\eta\omega_0^j}{\omega_{rs}^{n-p+1}} : \quad r,s=1;2;\ldots;m.$$  

Remark 3.1.

(P1) (Carathéodory condition) ensures that $\sigma(x,t,u(x,t),U(x,t))$ is measurable on $\partial \Omega_T$ for measurable functions:

$$u: \Omega_T \rightarrow \mathbb{R}^m,$$

$$U: \Omega_T \rightarrow M^{m \times n}.$$  

The growth condition and coercivity

(P2) is standard it is used in the construction of approximate solutions by a Galerkin method and when we pass to the limit. Although the strict monotonicity condition (c) in (P3) ensure existence of a weak solution by standard method see e.g. [11], the main point is that we do not require strict monotonicity or monotonicity in the variables $(u,F)$ in (a), (b) and (d) as it is usually assumed in previous works see-e-g [3], [11], [1]. Under these mild assumptions and using again Young measures, Hungerbühler shows in [9] that initial and boundary value problem (QPS)$_\omega$ has a weak solution $u \in L^p(0,T, W_0^{1,p}(\Omega, \omega, \mathbb{R}^m))$ in following sense.

Definition 3.1. We say that $u: \Omega_T \rightarrow \mathbb{R}^m$ is weak solutions of:

$$\begin{cases} 
\partial_t u - \text{div} \sigma(x,t,u, Du) = v(x,t) + f(x,t,u) + \text{div} g(x,t,u) \quad \text{in } \Omega_T \\
\partial_t u + f(x,t,u) = 0 \quad \text{on } \partial \Omega \times (0,T) \\
\partial_t u + f(x,0) = u_0(x) \quad \text{on } \Omega
\end{cases}$$

where $v \in L^p(0,T, W_0^{-1,p}(\Omega, \omega^*, \mathbb{R}^m))$ if:
• (i) \( u \) belongs to \( L^1(0, T, W^{1,1}_0(\Omega, \omega, \mathbb{R}^m)) \).

• (ii) \( \sigma(., u(\cdot), Du(\cdot)) \) belongs to \( L^1(\Omega_T, \mathbb{M}^{m \times n}) \).

• (iii) The initial condition \( u(x, 0) = u_0(x) \) on \( \Omega \) is fulfilled.

• (iv) The equation:

\[
\sum_j \int_{\Omega_T} \partial_t u_j \varphi_j(x, t) dx dt + \int_{\Omega_T} \sigma(x, t, u, Du) : D\varphi(x, t) dx dt = \langle v, \varphi \rangle + \int_{\Omega_T} f(x, t, u) \varphi(x, t) dx dt - \int_{\Omega_T} g(x, t, u) : D\varphi(x, t) dx dt,
\]

holds for every function \( \varphi \in C^\infty(\Omega_T, \mathbb{R}^m) \) which is zero in a neighborhood of \( \partial\Omega \times [0, T[ \cup (\Omega \times \{0, T\}) \).

Remark 3.2.

• (a) In definition the boundary condition \( u = 0 \) on \( \partial\Omega \times [0, T[ \) is interpreted in the sense of (i).

• (b) The condition (iv) is understood in the sense that the Galerkin approximations converge to \( u_0 \) in \( L^2(\Omega, \omega_0) \).

Theorem 3.1. If \( p \in ]\frac{2n}{n+2}, \infty[ \) and if \( \sigma \) satisfies the conditions (\( P_1 \)) - (\( P_3 \)) then the parabolic system \((QPS)_\omega\) has a weak solution \( u \in L^p(0, T, W^{1,p}_0(\Omega, \omega, \mathbb{R}^m)) \) for every \( v \in L^p(0, T, W^{1,p}_0(\Omega, \omega^*, \mathbb{R}^m)) \) every \( f \) satisfying \((F_0) - (F_1)\), \( g \) satisfying \((G_0) - (G_1)\) and \( (n \geq 2) \).

4. A first parabolic div-curl inequality

We state here the first set of hypothesis:

• (A1): The sequence \((u_k)\) is uniformly bounded in \( L^p(0, T, W^{1,p}_0(\Omega, \omega, \mathbb{R}^m)) \) for some \( p \in ]\frac{2n}{n+2}, \infty[ \) and hence (Bay the Elberlem Suljan theorem: see [2].

A subsequence converges weakly in \( L^p(0, T, W^{1,p}_0(\Omega, \omega, \mathbb{R}^m)) \) to an element denoted by \( u \).

• (A2): The sequence \( \partial_t u_k \) is uniformly bounded in \( L^p(0, T, (W^{r,2}_0(\Omega, \omega, \mathbb{R}^m))^\prime) \) for some \( 2 < r < p^* \) if \( p > n \) and \( 2 < r < \infty \) if \( p \geq n \).

• (A3): \( \sigma : \Omega \times [0, T[ \times \mathbb{R}^m \times \mathbb{M}^{m \times n} \longrightarrow \mathbb{M}^{m \times n} \) is a Carathéodory function.
(A4): The sequence $\sigma_k(x,t) \equiv \sigma(x,t,u_k(x,t),Du_k(x,t))$ is uniformly bounded in $L^{p'}(\Omega_T,\omega^*,\mathbf{M}^{m\times n})$ and therefore equiintegrable (the equiintegrability follows from the Hölder inequality).

(A5): The sequence $(\sigma_k(x,t) : Du_k)^-$ is equiintegrable.

(A6): There exists a sequence $(v_k)$ such that

$$v_k \rightharpoonup u \text{ in } L^p(0,T,(W_0^{1,p}(\Omega,\omega;\mathbb{R}^m))') \text{ and } \int_{\Omega_T} \sigma_k(x,t) : (Du_k - Dv_k)dxdt \to 0 \quad k \to \infty.$$  

**Remark 4.1.** Note that the assumption (A1) and (A2) ensure a strangle convergence in some Lebesgue spaces and in measure. The idea in order to prove such a compactness is to use Albinos lemma. Technically this is achieved by the followings lemma which is slightly more flexible than e.g. the version in [11] (chap 1, sect 5-2).

**Lemma 4.1.** Let $B, B_0$ and $B_1$ be Banach spaces, $B_0$ and $B_1$ reflexive. Let $j : B_0 \to B_1$ be a compact linear map and:

- $i : B \to B_1$ an injective bounder linear operator. For $T$ finite and:

1. $p_i < \infty$ with $i = 0; 1$
2. $W = \{v \in L^{p_0}(0:T;B_0) : \frac{d}{dt}(j \circ i \circ v) \in L^{p_1}(0:T;B_1)\}$ is a Banach space under the norm:

$$\|v\|_{L^{p_0}(0:T;B_0)} + \|j \circ i \circ v\|_{L^{p_1}(0:T;B_1)}.$$

Then, if $V \subset W$ is bounded, the set $\{i \circ v : v \in V\}$ is precompact in $L^{p_0}(0:T;B_0)$.

**Proof of lemma 4.1** For the proof, see [8] (Appendix I). For generalization of lemma, see [12]. Now, we apply lemma to obtain the desired bound.

**Proposition 4.1.** Let $p \in \left[\frac{2n}{n+2}, \infty\right]$ and $(u_k)$ be a sequence satisfying (A1) and (A2). Then there exists a subsequence of $(u_k)$ (for convention not relabeled) and a functions:

$$u \in L^p(0,T,W_0^{1,p}(\Omega,\omega;\mathbb{R}^m))$$

such that: $u_k \to u$ in measure on $\Omega_T$ and in

$$L^r(0,T,\mathbb{L}^r(\Omega,\omega;\mathbb{R}^m)), \forall r < p^*.$$  

**Proof of prop 4.1** Let $B_0 = W_0^{1,p}(\Omega,\omega;\mathbb{R}^m); B = L^r(\Omega,\omega_0;\mathbb{R}^m)$, for same $r$ with: $2 < r < p^*$. 
and \( B_1 \equiv (W_0^{r,2}(\Omega, \omega_0, \mathbb{R}^m))' \). Since we assumed that \( p \in ] \frac{2n}{n+2} ; \infty [ \), we have the following chain of continuous injections:

\[
(4.2) \quad B_0 \hookrightarrow^i B \hookrightarrow^{i_0} L^2(\Omega, \omega_0, \mathbb{R}^m)) \cong (L^2(\Omega, \omega_0, \mathbb{R}^m))' \hookrightarrow^{i_1} B_1;
\]

here \((L^2(\Omega, \omega_0, \mathbb{R}^m))' \equiv (L^2(\Omega, \omega_0, \mathbb{R}^m))\) is the canonical isomorphism \( \theta \) of the Hilbert space \( L^2(\Omega, \omega_0, \mathbb{R}^m)\) and its, for \( i : B_0 \to B \) we take simply the injection mapping, and for \( j : B \to B_1 \) we take the concatenation of injections and the canonical isomorphism given by 4.2 i.e: \( j = j_1 \circ \theta \circ j_0 \). Then \((u_k)\) is a bounded sequence in \( L^p(0,T,B_0)\) by (A1).

Next observe that \((\partial_t u_k)\) or rather \((\partial_t j_0 \circ j_0 u_k)\) is a bounded sequence in \( (L^p(0,T,(W_0^{r,2}(\Omega, \omega_0, \mathbb{R}^m)))'\) by (A2). Hence, from 4.1, we may conclude that there exists a subsequence, which we still denote by \( u_k \), having the property that the second part of 4.1 hold. Notice that in order to have the strong convergence simultaneously for all \( r < p^* \), the usual diagonal sequence procedure applies finally, as \( p > 1 \), the sequence converges in measure see, e.g.[7] (proposition 2-29). Which end the proof.

**Lemma 4.2.** (div-curl inequality) Suppose \((A_1 - A_6)\) and assume (after passing to a suitable subsequence if necessary) that \((Du_k)\) generates the young measure \( \vartheta_{(x,t)} \). Then the following inequality hold:

\[
\int_{\Omega_T} \int_{\mathbb{R}^m \times \mathbb{R}^n} \sigma(x,t,u,\lambda) : \lambda d\vartheta_{(x,t)}(\lambda) dt \leq \int_{\Omega_T} \int_{\mathbb{R}^m \times \mathbb{R}^n} \sigma(x,t,u,\lambda) : Du d\vartheta_{(x,t)}(\lambda) dx dt
\]

*(4.3)*

**Proof of lemma 4.2** Let us consider the sequence:

\[
I_k = \left( \sigma(x,t,u_k, Du_k) : (Du_k - Du) \right) = \left( \sigma_k : Du_k \right) - \left( \sigma_k : Du \right).
\]

By conditions \((A_4)\) and \((A_5)\), the negative part \( I_k^- \) of \( I_k \) is equiintegrable. Hence, in view of \((A_3)\), we may use the (Fatou - Lemma ) which gives that

\[
X = \liminf_{k \to \infty} \int_{\Omega_T} I_k dx dt \geq \int_{\Omega_T} \int_{\mathbb{R}^m \times \mathbb{R}^n} \sigma(x,t,u,\lambda) : (\lambda - Du) d\vartheta_{(x,t)}(\lambda) dx dt
\]

\[
X = \liminf_{k \to \infty} \int_{\Omega_T} \sigma_k : (Du_k - Du_k) dx dt + \int_{\Omega_T} \sigma_k : (Du_k - Du) dx dt
\]

\[
= \liminf_{k \to \infty} \int_{\Omega_T} \sigma_k : (Du_k - Du) dx dt \leq c. \liminf_{k \to \infty} || \sigma_k ||_{L^p(\Omega_T, \omega^*)} \| v_k - u \|_{L^p(0,T,(W_0^{r,2}(\Omega, \omega_0, \mathbb{R}^m))}
\]

\[
= 0 \text{ by the H"older inequality and (A4). Thus the conclusion follows.}
\]
5. A second parabolic div-curl inequality

We state here the second set of conditions:

- \((c_1)\): \(u_k \in L^1(0,T,W^{1,p}_0(\Omega,\omega,\mathbb{R}^m))\) for all; \(k \in \mathbb{N}\), and there exists some \(c > 0\) and \(\rho > 0\) such that:
  \[
  \sup_k \sum_{ij} \int_{\Omega_T} |D_{ij}u_k|^p \omega_{ij} dx dt \leq c.
  \]

- \((c_2)\): The sequence \(u_k\) converges in measure to some function \(u\) and \(u(.,t)\) is almost everywhere approximately differentiable a.e. \(t \in ]0,T[\).

- \((c_3)\): \(\sigma : \Omega_T \times \mathbb{R}^m \times \mathbb{M}^{m \times n} \rightarrow \mathbb{M}^{m \times n}\) and \(\tau[e] : \Omega_T \times \mathbb{R}^m \times \mathbb{M}^{m \times n} \rightarrow \mathbb{M}^{m \times n}; e \in \mathbb{N}\) are Carathéodory conditions.

- \((c_4)\): \(\sigma\) and \(\tau[e]\), satisfy all the angle structure conditions or satisfies all the sign structure conditions:
  (Angle condition) For all \((x,t) \in \Omega_T, u \in \mathbb{R}^m\) and \(M \in \mathbb{M}^{m \times m}\), with \(M\) of the form \(\text{Id} - a \otimes a\) where \(a \in \mathbb{R}^m\) satisfies \(|a| \leq 1\); \(\sigma(x,t,u,F) : MF \geq 0\), for all matrix.
  (The sign condition) For all \((x,t) \in \Omega_T, u \in \mathbb{R}^m\) and \(F \in \mathbb{M}^{m \times n}\), we have \(\sigma_j(x,t,u,F) : F_j \geq 0\), for all \(1 \leq j \leq m\) with \(F_j\) and \(\sigma_j\) are the cologne j of matrix \(F\) and \(\sigma\).(this conditions is verifies for \(\tau[e]\))

- \((c_5)\): The sequence \(\sigma_k(x,t) = \sigma(x,t,u_k,Du_k)\) is equiintegrable.

- \((c_6)\): The sequence \(\tau_k(x,t) \equiv \tau[k](x,t,u_k,Du_k);\) and converges weakly to 0 in the space \(L^1(\Omega_T,\mathbb{M}^{m \times n})\).

- \((c_7)\): The sequence \(g_k = -\text{div}(\sigma_k + g(x,t,u_k) + \tau_k) - v - f\) is bounded in \(L^1(\Omega_T,\mathbb{R}^m)\).

- \((c_8)\): \(Du_k \in L^i_{\text{loc}}(\Omega_T,\omega,\mathbb{M}^{m \times n})\) and \((\sigma_k + g(x,t,u_k) + \tau_k) \in L^1_{\text{loc}}(\Omega_T,\omega^*,\mathbb{M}^{m \times n})\).

for some \(i; 1 < i < \infty\).

**Lemma 5.1.** (Second div-curl inequality) Suppose \((C_1)-(C_2)\), and assure (after passing to a suitable subsequence if necessary ) that \(Du_k\) generates
a Young measure \( \vartheta_{(x,t)} \). Then (after passing to a subsequence), the \( \sigma_k \) converges weakly in \( L^1(\Omega_T, \mathbb{M}^{m \times n}) \) and the weak limit \( \varpi \) is given by:

\[
\varpi(x,t) = \langle \vartheta_{(x,t)}; \sigma(x,t,u(x,t),\cdot) \rangle,
\]

moreover the following inequality hold

\[
\int_{\mathbb{M}^{m \times n}} \sigma(x,t,u(x,t),\lambda) : \lambda d\vartheta_{(x,t)}(\lambda) \leq \varpi(x,t) : \text{apDu}(x,t),
\]

for a.e. \((x,t) \in \Omega_T\).

**Proof of lemma 5.1** Proof of lemma is a slightly modification of the corresponding in lemma (6 – 2 – 1) in [6] pages (54-61).

**Remark 5.1.** If the sequence \( Du_k \) is equiintegrable then \( Du(x,t) = \text{apDu}(x,t) = \langle \vartheta_{(x,t)}; \text{id} \rangle \) almost everywhere. by the Ball’s theorem.

The parabolic div-curl inequality will be the key ingredient to pass the limit in the different cases, but we need some additional information on the Young measure \( \vartheta_{(x,t)} \) generated by the sequence of the gradients \( Du_k \) to exploit lemma (div-curl inequality) these properties are the following:

- \((N_1)\): \( \vartheta_{x,t} \) is a probability measure for almost every \( (x,t) \in \Omega_T \).
- \((N_2)\): \( \vartheta_{x,t} \) is a homogeneous \( W^{1,P} \) – gradient young measure for almost every \( (x,t) \in \Omega_T \).
- \((N_3)\): \( \vartheta_{x,t} \) satisfies \( \langle \vartheta_{(x,t)}, \text{id} \rangle = \text{apDu}(x,t) \) almost everywhere in \( \Omega_T \).

Note that these properties hold if the condition \((A_1)\) is fulfilled.

**Lemma 5.2.** Assume that the sequence \( u_k \) satisfies \((A_1)\); then the Young measure \( \vartheta_{(x,t)} \) generated by the sequence of the gradient \( Du_k \) satisfies \((N_1)-(N_3)\).

**Proof of lemma 5.2**

Noting that \((A_1)\) implies that \( \text{apDu}(x,t) = Du(x,t), \) follows exactly as in [8] (prop 4-3). We mention that the properties, also hold if the conditions \((C_1)-(C_2)\) and a particular estimate are fulfilled as shown in [4] (lemma 9), with a slight modifications.
Lemma 5.3. Assume that the sequence \((u_k)\) satisfies \((C_1) - (C_2)\) and
\[ \sup_{k \in \mathbb{N}} \sum_{i,j} \int_{|u_k| < R} |D_{ij}u_k|^\rho \omega_{ij} \, dx \, dt \leq c, \] for all \(R > 0\); for some \(\rho > 1\).
Then the Young measure \(\vartheta(x,t)\) generated by the sequence of the gradients \(Du_k\) satisfies \((N_1) - (N_3)\).

Proof of lemma 5.3 The proof of lemma is a slightly modification of the corresponding in lemma (11-3-2) in [6].

6. Passage to the limit for \(\sigma\)

Proposition 6.1. Suppose that \((A_1) - (A_6)\) or \((C_1) - (C_8)\) hold further assume that the Young measure \(\vartheta(x,t)\) generated by the gradients \(Du_k\) satisfies \((N_1) - (N_3)\) and that one of the following conditions holds \((a) - (b) - (c) - (d)\) then (after passage to a subsequence ) the sequence \(\sigma_k\) converges weakly in \(L^1(\Omega_T; \mathbb{M}^{m \times n})\) and the weak limit \(\overline{\sigma}\) is given by:
\[ \overline{\sigma}(x,t) = \sigma(x, t, u(x,t), Du(x,t)). \]
If \((b) - (c)\) or \((d)\) holds, then:
\[ \sigma(x, t, u_k, Du_k) \rightharpoonup \sigma(x, t, u, Du) \] in \(L^1(\Omega_T; \mathbb{M}^{m \times n})\)
In case \((c)\) and \((d)\); it follows in addition that \(Du_k \to Du\) in measure and thus also almost everywhere in \(\Omega_T\).

Before to prove proposition, we note that by proceeding exactly as in the elliptic case, we get the analogous result to lemma \((6 - 4 - 2)\) see [6] and [1].

Lemma 6.1. Suppose that \((A_1) - (A_6)\) or \((C_1) - (C_8)\) hold. Further assume that \(\vartheta(x,t)\) is the Young measure generated by the gradients \(Du_k\) and satisfies \((N_1) - (N_3)\). If the map \(F \mapsto \sigma(x, t, u, F)\) is monotone for all \((x, t, u) \in \Omega \times [0; T] \times \mathbb{R}^m\) then:

\[ Spt \vartheta(x,t) \subset \{ \lambda/[(\sigma(x, t, u, \lambda) - \sigma(x, t, u, Du)] : (\lambda - Du) = 0\}. \]

Proof of lemma 6.1
The proof of lemma is a slightly modification of the corresponding in lemma \((11-4-2)\) see:[6].
Proof of proposition 6.1 We start with the easiest case:

Case (c): since \( \sigma \) is monotone by assumption, 6.1 hold by lemma, by strict monotonicity, it follows from 6.1 that

\[
\vartheta(x,t) = \delta_{Du(x,t)}
\]

for almost all \((x,t) \in \Omega_T\); and hence \( Du_k \rightarrow Du \) in measure for \( k \rightarrow \infty \) by proposition (4 - 2 - 1) in [6], since we have already that \( u_k \rightarrow u \) in measure for \( k \rightarrow \infty \) by \((A_1)\); \((A_2)\) and proposition 4.1 or by \((C_2)\) we may infer that (after extraction of a suitable subsequence, if necessary see: [7] (theorem, 2-30) \( u_k \rightarrow u \) and \( Du_k \rightarrow Du \) almost everywhere in \( \Omega \) for \( k \rightarrow \infty \).

thus, from the continuity condition \((A_3)\) or \((C_3)\) it follows that: \( \sigma(x, t, u_k, Du_k) \rightarrow \sigma(x, t, u, Du) \) almost everywhere in \( \Omega \) for \( k \rightarrow \infty \). Since, by assumption \((A_4)\) or \((A_5)\), \( \sigma_k(x, t) \) is equiintegrable, it follows from the Vitali’s converge theorem \((1 - 2 - 1)\) in [6] that:

\[
\sigma(x, t, u_k, Du_k) \rightarrow \sigma(x, t, u, Du) \text{ in } L^1(\Omega_T; \mathbb{M}^{m \times n})
\]

which proves the proposition in this case.

Case (d): Assume that \( \vartheta(x,t) \) is not a Dirac mass on a set \((x,t) \in M \subset \Omega_T\) of positive Lebesgue measure \( |M| > 0 \). Then, by the strict \( p \)-quasi-monotonicity of \( \sigma(x, t, u, .) \) and \((N_2)\), we have for a.e. \((x,t) \in M\) with:

\[
\lambda = \vartheta(x,t); \text{id} = apDu(x,t), \text{ by } (N_3):
\]

\[
\int_{\mathbb{M}^{m \times n}} \sigma(x, t, u, \lambda) : \lambda d\vartheta(x,t)(\lambda) > \int_{\mathbb{M}^{m \times n}} \sigma(x, t, u, \lambda) : \lambda d\vartheta(x,t)(\lambda) - \int_{\mathbb{M}^{m \times n}} \sigma(x, t, u, \lambda) : \nabla d\vartheta(x,t)(\lambda) + \int_{\mathbb{M}^{m \times n}} \sigma(x, t, u, \lambda) : \nabla d\vartheta(x,t)(\lambda)
\]

\[= \int_{\mathbb{M}^{m \times n}} \sigma(x, t, u, \lambda) : \nabla d\vartheta(x,t)(\lambda)
\]

(6.2)

Where we used \((N_1)\), we claim now that we obtain a contradiction. Indeed, if \((C_1) - (C_8)\) hold, it follows by second div-curl inequality that:

\[
\int_{\mathbb{M}^{m \times n}} \sigma(x, t, u, \lambda) : \lambda d\vartheta(x,t)(\lambda) > \int_{\mathbb{M}^{m \times n}} \sigma(x, t, u, \lambda) : \nabla d\vartheta(x,t)(\lambda) \geq \int_{\mathbb{M}^{m \times n}} \sigma(x, t, u, \lambda) : \lambda d\vartheta(x,t)(\lambda).
\]

On the other hand if \((A_1) - (A_6)\) hold, by integrating 6.2 over \( \Omega \) and using the div-curl inequality in lemma 4.2, we get:
$$\int_{\Omega_T} \int_{\mathbf{M}^{m \times n}} \sigma(x, t, u, \lambda) : \lambda d\vartheta_{(x, t)}(\lambda) dx dt > \int_{\Omega_T} \int_{\mathbf{M}^{m \times n}} \sigma(x, t, u, \lambda) : \lambda d\vartheta_{(x, t)}(\lambda) dx dt$$

$$\geq \int_{\Omega_T} \int_{\mathbf{M}^{m \times n}} \sigma(x, t, u, \lambda) : \lambda d\vartheta_{(x, t)}(\lambda) dx dt.$$ 

As desired, hence, we have $$\vartheta_{(x, t)} = \delta = \delta_{Du(x, t)}$$ for almost every $$(x, t) \in \Omega_T$$; thus, it follows again by proposition (42−1) in [6] that $Du_k \to Du$ in measures, The reminder of the proof in this case is exactly as in case (c).

**Case (b):** We start by noting that for almost all $$(x, t) \in \Omega_T$$, the support of $$\vartheta_{(x, t)}$$ is contained in the set where $$W$$ agrees with the supporting hyperplane.

$L = \{(\lambda, W(x, t, u, \lambda)) : \lambda \in \mathbf{M}^{m \times n}/W(x, t, u, \lambda) = W(x, t, u, \lambda) + \sigma(x, t, u, \lambda) : (\lambda - \lambda)\}.$

By the convexity of $$W$$ we have:

$$W(x, t, u, \lambda) \geq W(x, t, u, \lambda) + \sigma(x, t, u, \lambda) : (\lambda - \lambda).$$

For all $$\lambda \in \mathbf{M}^{m \times n}$$ and thus $$L$$ is a supporting hyper-plane for all $$\lambda \in K(x, t)$$. Since the mapping $$\lambda \to W(x, t, u, \lambda)$$ is by assumptions continuously differentiable we obtain:

(6.3) $$\sigma(x, t, u, \lambda) = \sigma(x, t, u, \lambda), \text{for all } \lambda \in K(x, t) \supset spt \vartheta_{(x, t)}$$

and thus:

(6.4) $$\sigma(x, t) \equiv \int_{\mathbf{M}^{m \times n}} \sigma(x, t, u, \lambda) d\vartheta_{(x, t)}(\lambda) = \sigma(x, t, u, \lambda)$$

Now consider the Carathéodory function:

$$\psi(x, t, u, \rho) = | \sigma(x, t, u, \rho) - \sigma(x, t) |$$, the sequence:

$$\psi_k(x, t) = \psi(x, t, u_k(x, t), \lambda_k(x, t))$$ is equiintegrable and thus $$\psi_k \to \overline{\psi}$$ weakly in $$L^1(\Omega_T)$$ and the weak limit $$\overline{\psi}$$ is given by:

$$\overline{\psi}(x, t) = \int_{\mathbf{R}^{m \times n}} | \sigma(x, t, \eta, \lambda) - \sigma_{\lambda}(x, t) | \delta u_{(x, t)}(\eta) \otimes d\vartheta_{(x, t)}(\lambda)$$

$$= \int_{spt \vartheta_{(x, t)}} | \sigma(x, t, u(x, t), \lambda) - \sigma_{\lambda}(x, t) | d\vartheta_{(x, t)}(\lambda) = 0 \text{ by 6.3 and 6.4. Since } \psi_k \geq 0 \text{ it follows that } \psi_k \to 0 \text{ strongly in } L^1(\Omega_T).$$

This again to pass to the limit and the proof of the case (b)is finished.

**Case (a):** We claim that in this case for almost all $$(x, t) \in \Omega \times [0; T]$$ the following identity hold for all $M \in \mathbf{M}^{m \times n}$ on the support of $$\vartheta_{(x, t)}$$:
\(M = \sigma(x,t,u,\lambda) : M + (\nabla F \sigma(x,t,u,\lambda))M : (\lambda - \lambda),\)

where \(\nabla F\) is the derivative with respect to the third variable of \(\sigma\) and \(\lambda = apDu(x,t)\).

Indeed, by the monotonicity of \(\sigma\) we have for all \(\tau \in \mathbb{R}\)
\[
(\sigma(x,t,u,\lambda) - \sigma(x,t,u,\lambda + \tau M)) : (\lambda - \lambda - \tau M) \geq 0,
\]
whence, by 6.1,
\[
-\sigma(x,t,u,\lambda) : (\tau M) \geq \tau((\nabla F \sigma(x,t,u,\lambda))M : (\lambda - \lambda) - \sigma(x,t,u,\lambda) : M) + o(\tau).
\]
The claim follows from this inequality since the sign of \(\tau\) is arbitrary. Since the sequence \(\sigma_k(x,t)\) is equiintegrable by \((A_4)\), its weak \(L^1\)-limit \(\sigma\) is given by
\[
\sigma(x,t) = \int_{spt \theta(x,t)} \sigma(x,t,u,\lambda)d\theta(x,t)(\lambda)
= \int_{spt \theta(x,t)} \sigma(x,t,u,\lambda)d\theta(x,t)(\lambda) + (\nabla F \sigma(x,t,u,\lambda))^t \int_{spt \theta(x,t)} (\lambda - \lambda) d\theta(x,t)(\lambda)
= \sigma(x,t,u,\lambda),
\]
where we used 6.5 in this calculation. This finishes the proof of the case (c) and hence of the proposition.

**Remark 6.1.** In case, (b), we remark, that the relation 6.4 already states that \(\sigma(x,t,u,\lambda)\) is the weak \(L^1\)-limit of \(\sigma_k(x,t)\), which is enough to pass to the limit in an equation which must hold in the distributional sense. However, we wanted to point out that in this case, the convergence is even strong in \(L^1(\Omega,F,\mathbb{M}^{m \times n})\).

7. Galerkin Scheme

**Lemma 7.1.** Let \(\Omega\) bounded domain in \(\mathbb{R}^n\), \(p \in \left[\frac{2n}{n+2}, 2\right]\) and \(\omega_{0j} \in L^1(\Omega)\), for all \(j = 1; 2; \ldots; m\), then: \(L^2(\Omega, \omega_{0j}, \mathbb{R}^m) \hookrightarrow L^p(\Omega, \omega_{0j}, \mathbb{R}^m)\).

**Proof of lemma 7.1** The case \(p = 2\) is evident.

For case \(p \in \left[\frac{2n}{n+2}, 2\right]\):

Let \(u \in L^p(\Omega, \omega_{0j}, \mathbb{R}^m)\), we have:
\[
\int_{\Omega} |u_j|^p \, dx = \int_{\Omega} |u_j|^p (\omega_{0j})^{\frac{p}{2} + \frac{2n}{2(n+2)}} \, dx = \int_{\Omega} |u_j|^p (\omega_{0j})^{\frac{p}{2}} (\omega_{0j})^{\frac{2n}{2(n+2)}} \, dx
\]
We applied the Hölder inequality we have:

\[
\int_{\Omega} |u_j|^p (\omega_{0j})^\frac{2n}{n+2} dx \leq (\int_{\Omega} |u_j|^2 \omega_{0j})^{\frac{2}{2+n}} (\int_{\Omega} \omega_{0j})^{\frac{2n}{2+n}} \leq c_j (\int_{\Omega} |u_j|^2 \omega_{0j})^{\frac{2}{2+n}} \sum_j (\int_{\Omega} |u_j|^2 \omega_{0j})^{\frac{2}{2+n}} dx
\]

\[
\|u\|_{L^p(\Omega, \omega_0)} \leq \max_j (c_j)\|u\|_{L^2(\Omega, \omega_0)}
\]

**Lemma 7.2.** Let \( \Omega \) bounded domain in \( \mathbb{R}^n \), \( p \in \left[ \frac{2n}{n+2}, 2 \right] \) and \( \omega_{ij} \in L^1(\Omega) \), for all \( j = 1; 2; \ldots; m \), and \( i = 0; 1; \ldots; n \). Then \( W^{1,p}_0(\Omega, \omega, \mathbb{R}^m) \hookrightarrow W^{1,p}_0(\Omega, \omega, \mathbb{R}^m) \), for \( r \geq 1 + n \left( \frac{1}{2} - \frac{1}{p} \right) \).

**Proof of Lemma 7.2** (by the Hölder inequality, and 7.1 By the theorem (1 - 3 - 1) in [6] and proceeding as [8] (section 4-2) we may choose a set \( (\delta_i)_{i \in \mathbb{N}} \) of functions which is an orthogonal basis in \( L^2(\Omega, \omega_0, \mathbb{R}^m) \) and at the same time an orthogonal basis in \( W^{r,2}_0(\Omega, \omega_0, \mathbb{R}^m) \). In particular, \( \delta_{(i)}_{i \in \mathbb{N}} \) is uniformly bounded in \( W^{1,p}_0(\Omega, \omega, \mathbb{R}^m) \) and then: \( \| \delta_i \|_{1, \omega, \mathbb{R}^m} + \| \delta_i \|_{p} \leq c \) for all \( i \in \mathbb{N} \).

We will need bellow the \( L^2(\omega_0) \) - orthogonal projector

\[
p_k : L^2(\Omega, \omega_0, \mathbb{R}^m) \to L^2(\Omega, \omega_0, \mathbb{R}^m)\text{ on to span } (\delta_1, \delta_2, \ldots, \delta_k)_{k \in \mathbb{N}}; \text{ of course, the operator norm } \| p_k \|_{L^2(\Omega, \omega_0, \mathbb{R}^m), L^2(\omega_0, \mathbb{R}^m)} = 1.
\]

(The Galerkin scheme): New we build our Galerkin approximations, we make the following ansate for approximating solution of

\[
(QPS)_{\omega}, \ u_k(x,t) = \sum_{i=1}^{k} a_{k,i}(t)\delta_i(x). \text{ Where } a_{k,i} : [0;T) \to \mathbb{R} \text{ are supposed to be continuous bounded functions. such that } u_k \text{ satisfies the boundary condition in } (QPS)_{\omega} \text{ by constructions in the sense that } u_0 \in L^p(0,T,W^{1,p}_0(\Omega, \omega, \mathbb{R}^m)), \text{ we take core of the initial conditions in } (QPS)_{\omega} \text{ by choosing the initial coefficients:}
\]

\[
a_{k,i}(0) = \langle u_0, \delta_i \rangle_{2,\omega_0} \text{ such that:}
\]

\[
u_k(.,0) = \sum_{i=1}^{k} a_{k,i}(0)\delta_i(\cdot) \to u_0 \text{, with } u_0 \in L^2(\Omega, \omega_0, \mathbb{R}^m).
\]

We try to determine the coefficients \( a_{k,i}(t) \) in such a way, that for every \( k \in \mathbb{N} \) the system of ordinary differential equations

\[
\langle \partial_t u_k, \delta_i \rangle_{2,\omega_0} + \int_{\Omega} \sigma(x,t,u_k,Du_k) : D\delta_j dx
\]
Lemma 7.3. The application: $F : J \times k \to \mathbb{R}^k$ given by:

$$(t, a_1, \ldots, a_k) \mapsto (\langle v(t), \delta_j \rangle + \int\limits_{\Omega} f(x, t, u_k) \delta_j dx - \int\limits_{\Omega} g(x, t, u_k) : D\delta_j dx),$$

is a Carathéodory function. Moreover, each components $F_j$ may be estimated on $J \times k$ by

$$|F_j(t, a_1, \ldots, a_k)| \leq C(r, k)M(t)$$

uniformly on $J \times k$, where $C(r, k)$ is a constant which depends on $r$ and $k$.

And here $M$ is a functions dependent of $j; k$ and $r$ belonging to $L^1(J)$.

Proof of lemma 7.3 The first claim follows from the condition $(P_1)$.

For the second claim; we note that the generalized Hölder inequality implies that:

$$|I_j| = |\langle v(t), \delta_j \rangle| \leq \|v(t)\|_{L^p, \omega} \|\delta_j\|_{L^q, \omega}.$$

Moreover, on the one hand, if:

$$II_j = \int\limits_{\Omega} (\sigma(x, t, \Sigma_{i=1}^k a_i \delta_i, \Sigma_{j=1}^k a_j D\delta_j) : D\delta_j dx),$$

by the growth condition in $(P_2)$ and the Hölder inequality

$$|II_j| \leq \beta (\|\lambda_1(t)\|_{L^p} + c_1 \|\Sigma_{i=1}^k a_i \delta_i\|_{L^p, \gamma} + c_2 \|\Sigma_{j=1}^k a_j D\delta_j u\|_{L^p, \gamma} \left\|\Sigma_{j=1}^k a_j D\delta_j \right\|_{L^p, \gamma} \|D\delta_j\|_{L^q, \omega}.$$

And by Hölder inequality we have:

$$|III_j| = \int\limits_{\Omega} g(x, t, \Sigma_{i=1}^k a_i \delta_i) : D\delta_j dx |$$

$$\leq \|b_1(t)\|_{L^p} \|\delta_j\|_{L^q, \omega} + \|b_2(t)\|_{L^p} \left\|\Sigma_{i=1}^k a_i \delta_i\right\|_{L^p, \omega} \|D\delta_j\|_{L^q, \omega}$$

$$\leq \|b_1(t)\|_{L^p} \|\delta_j\|_{L^q, \omega} + \|b_2(t)\|_{L^p} \left\|\Sigma_{i=1}^k a_i \delta_i\right\|_{L^p, \omega} \|\delta_j\|_{L^q, \omega}.$$
Existence of solution for some quasilinear parabolic systems with... 547

\[ \| \delta_i \|_{1, \omega_p} + \| \delta_i \|_{1, p^r \omega} \leq c \text{ for all } i \in \mathbb{N} \] and since each variable \( a_i \) satisfies:

\[ | a_i | \leq r; \text{ for all } i = 1, \ldots, k \] for a constant \( r \), each component \( F_j \) may be estimated in such a way that

\[ (7.2) \| F_j(t, a_1, \ldots, a_k) \| \leq |II_j| + |I_j| + |III_j| + |IV_j| \leq C(r, k).M(t) \]

uniformly on \( J \times K \), where \( C(r, k) \) is a constant which depends on \( r \) and \( k \), and where \( M(t) \in L^1(J) \) (independent of \( j, k \)) then, in view of lemma 7.3 the Carathéodory existence result on ordinary differential equation applied to the system:

\[ (7.3) \quad a'_j(t) = F_j(t, a_1(t), \ldots, a_k(t)) \]

\[ (7.4) \quad a_j(0) = a_{k,j}(0); j \in 1, \ldots, k \]

ensures existence of a distributional, continuous solutions \( a_j \) (depending on \( k \)) of 7.3 - 7.4 on a time interval \([0; \varepsilon']\) where \( \varepsilon' > 0 \), a priori, may depend on \( k \). Moreover, the corresponding integral equation

\[ (7.5) \quad a_j(t) = a_j(0) + \int_0^t F_j(t, a_1(t), \ldots, a_k(t))dt \]

holds on \([0; \varepsilon']\). Then, \( u_k = \sum_{j=1}^k a_j(t)\delta_j \) is the desired (short time) solution of

\[ \langle \partial_t u_k, \delta_k \rangle_{2, \omega_0} + \int_\Omega \sigma(x, t, u_k, Du_k) : D\delta_k dx \]

\[ = \int_\Omega v(x,t)\delta_k dx + \int_\Omega f(x, t, u_k).u_k dx - \int_\Omega g(x, t, u_k) : Du_k dx \]

with initial condition

\[ u_k(0) = \sum_{i=1}^k a_{k,i}(0)\delta_i(.) \rightarrow u_0, \text{ with } u_0 \in L^2(\Omega, \omega_0, \mathbb{R}^m). \] Now, we want to show that the local solution constructed above can be extended to the whole interval \([0; T]\) independent of \( k \), as a word of warning we should mention, that the solution need not be unique.

**Lemma 7.4.** We have:

\[ A = \left\{ t \in [0; T]: \text{ there exist a weak solutions of 7.3 - 7.4 on } [0; T] \right\} = [0; T]. \]
Proof of lemma 7.4 The first thing we want to establish is a uniform bound on the coefficients \((a_k(t))\). Since
\[
\langle \partial_t u_k, \delta_k \rangle_{2,\omega_0} + \int_{\Omega} \sigma(x, t, u_k, Du_k) : D\delta_k dx
\]
\[
= \int_{\Omega} v(x, t) \delta_k dx + \int_{\Omega} f(x, t, u_k) u_k dx - \int_{\Omega} g(x, t, u_k) : Du_k dx.
\]
is linear in \(\delta_k\), it is allowed to use \(u_k\) as a test function in precedent equation in place of \(\delta_k\). This gives for a an arbitrary time \(\tau\) in the existence interval
\[
\int_0^\tau \langle \partial_t u_k, u_k \rangle_{2,\omega_0} dt + \int_0^\tau \int_{\Omega} \sigma(x, t, u_k, Du_k) : Du_k dx dt
\]
\[
= \int_0^\tau \langle v(t), u_k \rangle dt + \int_0^\tau \int_{\Omega} f(x, t, u_k) u_k dx dt - \int_0^\tau \int_{\Omega} g(x, t, u_k) : Du_k dx dt.
\]
For the first term we have:
\[
\int_0^\tau \langle \partial_t u_k, u_k \rangle_{2,\omega_0} dt = \sum_j \frac{1}{2} \int_0^\tau \partial_t (u_k^j)^2 \omega_0 j dt
\]
\[
= \sum_j \frac{1}{2} \| u_k^j(\tau) \|_{2,\omega_0}^2 - \frac{1}{2} \sum_j \| u_k^j(0) \|_{2,\omega_0}^2 - \frac{1}{2} \| u_k(\tau) \|_{2,\omega_0}^2 - c
\]
Since \(u_k(., 0)\) converges in \(L^2(\Omega, \omega_0, R^m)\). Using the coercivity and the Hölder inequality in \((P_2)\) for the second term, we obtain:
\[
\int_0^\tau \int_{\Omega} \sigma(x, t, u_k, Du_k) : Du_k dx dt \geq - \lambda_2 \| u_k \|_{L^1(\Omega_T)} - A^\alpha \| u_k \|_{L^2(\Omega_T)} + c_2 \| u_k \|_{L^p(0, T, W_{\omega_0}^1, R^m)} + \lambda_3 \| u_k \|_{L^p(0, T, W_{\omega_0}^1, R^m)}
\]
By the Hölder inequality for the third term we get
\[
\int_0^\tau \int_{\Omega} f(x, t, u_k) u_k dx dt \leq \| v \|_{L^p(0, T, L^p(\Omega)))} \| u_k \|_{L^p(0, T, W_{\omega_0}^1, R^m)} \ .
\]
Using the growth condition \((F_1)\) and the Hölder inequality for the fourth term, we obtain:
\[
\int_0^\tau \int_{\Omega} g(x, t, u_k) : Du_k dx dt
\]
\[
\leq \| b_1(t) \|_{L(\Omega_T)} \cdot \| u_k \|_{L^p(0, T, L^p(\Omega )))} + \int_0^\tau \| b_2(t) \|_{L^p(\Omega_T)} \cdot \| u_k \|_{L^p(0, T, W_{\omega_0}^1, R^m)} + A^{\gamma + 1} \| u_k \|_{L^p(0, T, W_{\omega_0}^1, R^m)} \cdot \| u_k \|_{L^p(0, T, W_{\omega_0}^1, R^m)}
\]
Finally, using the growth condition \((G_1)\) for the last term, we obtain:
\[
\int_0^\tau \int_{\Omega} g(x, t, u_k) : Du_k dx dt
we proved local existence above. Moreover, let $h$.

Then, we can restart to solve
\[
\begin{align*}
& \leq b_4(t) \| b(t) \|_{L^p(\Omega_T)} \cdot \| Du_k \|_{L^p(0,\tau,L^p(\Omega,\omega))} + \int_0^\tau \| b_5(t) \|_{L^p(0,\tau,L^p(\Omega,\omega))} + \| u_k \|_{L^p(0,\tau,L^p(\Omega,\omega))} \cdot \| Du_k \|_{\mathbb{P},\omega} dt \\
& \leq A' \cdot \| b_4 \|_{L^p(\Omega_T)} \cdot \| u_k \|_{L^p(0,\tau,W^{1,p}_0(\Omega,\omega))} + A' \| b_5 \|_{L^\infty(0,\tau,L^\infty(\Omega,\omega))} \cdot \| u_k \|_{L^p(0,\tau,W^{1,p}_0(\Omega,\omega))} \\
& \quad \psi(\| u_k \|_{L^p(0,\tau,W^{1,p}_0(\Omega,\omega,\mathbb{R}^n)))}
\end{align*}
\]

where $\kappa' = \max(\alpha, \gamma + 1, \eta + 1)$ Since $p > 1$, and $c_2 > 0$ we have:
\[
(7.6) \quad \psi(y) \to -\infty; y \to +\infty
\]
and so $\psi(\| u_k \|_{L^p(0,\tau,W^{1,p}_0(\Omega,\omega,\mathbb{R}^n)))}$ is bounded, since $\psi$ is continuous and
\[
\| u_k \|_{L^p(0,\tau,W^{1,p}_0(\Omega,\omega,\mathbb{R}^n)))} \geq 0.
\]

Thus, in view of the definition of $a_{k,i}$ we may conclude that:
\[
(7.7) \quad | a_{k,i}(\tau) \|^2_{\mathbb{R}^k} = \| u_k(\tau) \|^2_{\mathbb{R}^k} \leq \tau
\]
for a constant $\tau$ which is independent of $\tau$ and $k$. Now, we prove that $A$ is non-empty, open and closed in $[0,T]$. First, $A$ is clearly non-empty since we proved local existence above. Moreover, let $t \in A$ and $0 < \tau_1 < \tau_2 < T$. Then by 7.5, we have:
\[
| a_{k,j}(\tau_1) - a_{k,j}(\tau_2) | \leq \int_{\tau_1}^{\tau_2} | F_j(\tau, a_{k,i}(\tau), ..., a_{k,k}(\tau)) | d\tau
\]
\[
\leq C(\tau, k) \int_{\tau_1}^{\tau_2} \| M(\tau) \| d\tau;
\]
since $M \in L^1(0,T)$, this implies that $\tau \mapsto a_{k,j}(\tau)$ is uniformly continuous.

Then, we can restart to solve
\[
\langle \partial_t u_k, \delta_k \rangle_{\mathbb{P},\omega} + \int_{\Omega} \sigma(x,t,u_k, Du_k) : D\delta_k dx
\]
\[
= \int_{\Omega} v(x,t)\delta_k dx + \int_{\Omega} f(x,t,u_k)\delta_k dx - \int_{\Omega} g(x,t,u_k) : D\delta_k dx
\]
for $k \in \{1; 2; \ldots; m\}$.

At time $t$ with initial data $\lim_{\tau \to t} a_k(\tau)$ and hence get a solution of 7.3 - 7.4 on $[0, \tau + \varepsilon]$. This proves that $A$ is non-empty and compact. Finally, we consider a sequence $\tau_i \to t; \tau_i \in A$. Let $a_{k,j,i}$ denote the solution of 7.3 - 7.4 we constructed on $[0, \tau_i]$ and define:

$$a_{k,j,i} = \begin{cases} a_{k,j,i}(\tau) & \text{if } \tau \in [0; \tau_i] \\ a_{k,j,i}(\tau_i) & \text{if } \tau \in [\tau_i; t]. \end{cases}$$

The sequence $(a_{k,j,i})$ is bounded and discontinuous on $[0; t]$, as seen above. Hence, by the Arzelà-Ascoli Theorem, a subsequence (again denoted by $a_{k,j,i}(\tau)$) converges uniformly in $\tau$ on $[0; t]$ to a continuous function $a_{k,j}(\tau)$. Using Lebesgue convergence theorem in 7.5 it is now easy to see that $a_{k,j}(\tau)$ solves 7.3 on $[0; t]$. Hence $t \in A$ and thus $A$ is indeed closed, and as claimed, it follows $A = [0; T]$.

**Proposition 7.1.** The sequence of the Galerkin approximations $(u_k)$ is bounded in $L^\infty(0, T, L^2(\Omega, \omega_0, \mathbb{R}^m)) \cap L^p(0, T, W^{1,p}_0(\Omega, \omega, \mathbb{R}^m))$ and satisfies $(A_1)$ and $(A_2)$.

**Proof of proposition 7.1** By testing equation:

$$\langle \partial_t u_k, \delta_j \rangle_{2,\omega_0} + \int_\Omega \sigma(x, t, u_k, Du_k) : D\delta_j \, dx$$

$$= \langle v(t), \delta_j \rangle + \int_\Omega f(x, t, u_k) \delta_j \, dx - \int_\Omega g(x, t, u_k) : D\delta_j \, dx$$

for $j \in \{1, 2, \ldots, k\}$. With $u_k$: we obtained in the proof of lemma 7.1 that 7.7 holds for arbitrary time $\tau \in [0; T]$. So $(u_k)$ is bounded in the space $L^\infty(0, T, L^2(\Omega, \mathbb{R}^m))$. Moreover we have proved that $\psi(\| u_k \|_{L^p(0,T;W^{1,p}_0(\Omega,\omega,\mathbb{R}^m))})$ is positive, bounded and satisfies 7.6. Then there exists a constant $c > 0$ such that

$$\| u_k \|_{L^p(0,T;W^{1,p}_0(\Omega,\omega,\mathbb{R}^m))} \leq c; \forall k \in \mathbb{N}.$$  

(7.8)

Therefore, by extracting a suitable subsequence which is again denoted by $u_k$, we may assume by the Elberlein-Smulian see e.g., [15] (Page 141), that
which proves in particular (A1). To verify (A2), observe that the time derivative

\[ \frac{d}{dt}(j \circ i \circ u_k)(0; 0; \rightarrow \phi) : D\delta_j \| = \| \text{d}\delta_j dx \]

\[ \langle \partial_t u_k, \delta_j \rangle_{2,2,0} + \int_{\Omega} \sigma(x, t, u_k, D\partial_t u_k) : D\delta_j dx \]

for \( j \in \{1, 2, \ldots, k\} \). Given by: we recall that the projection operators \( P_k \)
are self adjoint with respect to the \( L^2 \) inner product.

\[ t \mapsto (\phi \mapsto \langle v(t), P_k \phi \rangle - \int_{\Omega} \sigma(x, t, u_k, D\partial_t u_k) : D(P_k \phi)dx + \int_{\Omega} f(x, t, u_k)(P_k \phi)dx - \int_{\Omega} g(x, t, u_k) : D(P_k \phi)dx). \]

Now we have:

\[ \langle \partial_t (j \circ i \circ u_k)(t), \phi \rangle = I + II + III + IV \]

where

\[ I = \int_{0}^{T} \| v \|_{L^p(0, T, L^{1/2}(\Omega, \omega))} \| P_k \phi \|_{L^p(0, T, L^{1/2}(\Omega, \omega))} \]
by the generalized Hölder inequality.

\[ II = -\int_{0}^{T} \int_{\Omega} \sigma(x, t, u_k, D\partial_t u_k) : D(P_k \phi)dxdt \]

\[ \leq (\| \lambda_1 \|_{L^p(\Omega_T)} + C(c_1) \| u_k \|^{p-1}_{L^p(0, T, W^{1/p}_{0}(\Omega, \omega))} \| P_k \phi \|_{L^p(0, T, W^{1/p}_{0}(\Omega, \omega))} \] by the growth conditions in (P2) and the Hölder inequality.

\[ III = \int_{0}^{T} \int_{\Omega} f(x, t, u_k)(P_k \phi)dxdt \]

\[ \leq (\| b_1 \|_{L^p(\Omega_T)} + A^{\gamma+1} \| b_2 \|_{L^\gamma(0, T, L^{\gamma}(\Omega))} \| u_k \|^{\gamma}_{L^\gamma(0, T, W^{1/p_{\gamma}}_{0}(\Omega, \omega))}) \| P_k \phi \|_{L^p(0, T, W^{1/p_{\gamma}}_{0}(\Omega, \omega))}. \]

By the growth condition (F1)

\[ IV = -\int_{0}^{T} \int_{\Omega} g(x, t, u_k)(P_k \phi)dxdt \]

\[ \leq (\| b_4 \|_{L^p(\Omega_T)} + A^{\eta} \| b_5 \|_{L^\eta(0, T, L^{\eta}(\Omega))} \| u_k \|^{\eta}_{L^\eta(0, T, W^{1/p_{\eta}}_{0}(\Omega, \omega))}) \| P_k \phi \|_{L^p(0, T, W^{1/p_{\eta}}_{0}(\Omega, \omega))}. \]

By the growth condition (G1). Since

\[ \| P_k \phi \|_{L^p(0, T, W^{1/p}_{0}(\Omega, \omega))} \leq \| P_k \phi \|_{L^p(0, T, W^{1/p}_{0}(\Omega, \omega))} \leq \| P_k \phi \|_{L^p(0, T, W^{1/p}_{0}(\Omega, \omega))}, \]

the claim follows by the uniform bounded 7.8.

**Remark 7.1.** For further use, we note that from the bounded obtained for \( \langle \partial_t (j \circ i \circ u_k)(t), \phi \rangle \) in the proof of proposition we can conclude that \( \partial_t u \)
(or rather $\partial_t (j \circ \phi \circ u)$) is an element of the space $L^p(0, T, (W_0^{-1,p} (\Omega, \omega^*))$.

This follows easily from the fact, that the set
\[ \{ \phi \in L^p(0, T, W_0^{1,p} (\Omega, \omega)) : \exists k \in \mathbb{N} / P_k \phi = \phi \} \]
is dense in $L^p(0, T, W_0^{1,p} (\Omega, \omega))$, as proved in [8] (Appendix II, with slight assimilation).

**Remark 7.2.**: Recall that the space
\[ \{ u \in L^p(0, T, W_0^{1,p} (\Omega, \omega)) : \partial_t (j \circ \phi \circ u) \in L^p(0, T, (W_0^{-1,p} (\Omega, \omega^*)) \text{ is continuously embedded in } C([0; T]; L^2(\Omega, \omega_0)) \text{ see e.g. [16] [proposition 23-23]}, \]
with slight assimilation.

Hence, we have that $u \in C^0([0; T]; L^2(\Omega, \omega_0))$ after possible modification of $u$ on a Lebesgue Zero-set of $[0; T]$. This gives $u(t, \cdot) \in L^2(\Omega, \omega_0)$ a pointwise interpretation for all $t \in [0; T]$ and allows in particular to state that $u(t, \cdot)$ attains its initial value

\[(7.9) \quad u(., 0) = u_0\]

continuously in $L^2(\Omega, \omega_0)$ see [8] (Appendix III). In the two following subsections, we prove that $u$ is really a solution of the system $(QPS)_\omega$.

**8. Passage to the limit in $(QPS)_\omega$**

In this subsection, we prove theorem 3.1. First, in order to apply proposition 7.1, we verify that, under our assumptions, the conditions $(A_1) - (A_6)$ and $(N_1) - (N_3)$ holds for the Galerkin approximations solution $u_k$. $(A_1)$ and $(A_2)$ holds by proposition 7.1. Moreover, it follows then by lemma 7.2 that $(N_1) - (N_3)$ holds. The condition $(A_3)$ is equivalent to $(P_1)$. Next, to prove $(A_4)$, we note that by the growth condition in $(P_2)$ that
\[
\int_{\Omega_T} \sigma_{rs}(x, t, u_k, Du_k)^p \omega^r_{js} \, dx \, dt 
\leq C \int_{\Omega_T} |\sigma|_p \, dx \, dt + \sum_{j=1}^m |u_k|_p \rho_{ij} \, dx \, dt + \sum_{j=1}^m |D_{ij} u_k|_p \rho_{ij} \, dx \, dt;
\]

with ($c$ is a constants) which is uniformly bounded in $k$ by 7.8. To verify the equiintegrability of $(\sigma_k : Du_k)$, we fix an arbitrary measurable subset $\Omega' \subset \Omega_T$. Then, on the one hand, the growth condition in $P_2$ implies that
\[
\int_{\Omega'} \min(\sigma_k : Du_k; 0) \, dx \, dt \leq \int_{\Omega'} \lambda_2 \, dx \, dt + \int_{\Omega'} \lambda_3 \sum_{j=1}^m \omega^r_{ij} |u_k|_p \, dx \, dt.
\]

by the H"{o}lder inequality and 7.8. Thus $(A_3)$ follows. Finally, we prove that $(A_6)$ hold. According to Mazur's Theorem see e.g. [15] (Theorem 2, page 120), there exists a sequence $v_k$ in $L^p(0, T, W_0^{1,p} (\Omega, \omega))$ where each $v_k$ is a
convex linear combination of \(v_1, \ldots, v_k\) such that \(v_k \to u\) in \(L^p(0, T, W_0^{1,p}(\Omega, \omega))\). In particular, \(v_k(t, .) \in \text{span}(\delta_1, \delta_2, \ldots, \delta_k)\) for all \(t \in [0, T]\). Now, we have

\[
\int_{\Omega_T} \sigma_k : (Du_k - Dv_k)dxdt = \langle v, u_k - v_k \rangle - \sum_j \int_{\Omega_T} (u_k^j - v_k^j)\partial_j(u_k^j)\omega_0 dxdt + \int_{\Omega_T} f(x, t, u_k)(u_k - v_k)dxdt - \int_{\Omega_T} g(x, t, u_k) : (Du_k - Dv_k)dxdt.
\]

(8.1)

Observe that \((u_k - v_k) \in \text{span}(\delta_1, \delta_2, \ldots, \delta_k)\) which allowed to use

\[
\langle \partial_t u_k, \delta_k \rangle + \int_{\Omega} \sigma(x, t, u_k, Du_k) : D\delta_k dx
\]

Next, defining \(II_k = \int_{\Omega_T} f(x, t, u_k)(u_k - v_k)dxdt\), we infer by the Hölder inequality and the growth condition \((F_1)\) that

\[
|II_k| \leq \int_0^T (\|b_1(t)\|_{p'} \|u_k(t) - v_k(t)\|_{p, \omega_0} + \|b_2(t)\|_\omega \|u_k(t)\|_{p^*, \omega_0}) dt
\]

\[
\leq \|b_1\|_{L^{p'}(\Omega_T)} \|u_k - v_k\|_{L^p(0, T, L^{p}(\Omega, \omega_0))} + \|b_2\|_{L^{p'}(0, T, L^{p'}(\Omega, \omega_0))} \|u_k - v_k\|_{L^p(0, T, L^{p^*}(\Omega, \omega))}.
\]

Since the expression \(\|u_k(t)\|_{p^*, \omega_0}\) is bounded and we have \(u_k - v_k \to 0\) in \(L^p(0, T, L^p(\Omega, \omega_0))\) for all \(r < p^*\) by the proposition 4.1, the second term in 8.1 vanishes in the limit. For the third term in 8.1, we note that \(g_k(x, t) = g(x, t, u_k) \to g(x, t, u)\) strongly in \(L^{p'}(\Omega_T)\) by \((G_0), (G_1)\) and proposition 4.1. To see this, we may assume by proposition 4.1 that \(u_k \to u\) almost everywhere. Since by \((G_1)\), \(|g_k|^{p'}\) is bounded by an integrals function, the claim follows from \((G_0)\) and the Dominated Convergence Theorem. We infer then that

\[
\left| \int_{\Omega_T} g_k : (Du_k - Dv_k)dxdt \right| \leq \|g_k - g(\cdot, \cdot, u)\|_{L^{p'}(\Omega_T)} \|u_k - v_k\|_{L^p(0, T, W_0^{1,p}(\Omega, \omega))} + \left| \int_{\Omega_T} g : (v_k - u_k)dxdt \right| \to 0,
\]
since \( v_k - u_k \to 0 \) in \( L^p(0, T, W^{1,p}_0(\Omega, \omega)) \). Thus the third term in 8.1 disappears also.

Finally, for the last term in 8.1, we have:

\[
- \sum_j \int_{\Omega_T} (u^j_k - v^j_k) \partial_t u^j_k \omega_0 dx \, dt = - \sum_j \int_{\Omega_T} \frac{1}{2} \partial_t (u^j_k)^2 \omega_0 dx \, dt + \sum_j \int_{\Omega_T} v^j_k \partial_t u^j_k \omega_0 dx \, dt \\
= - \frac{1}{2} \| u_k(T) \|_{2, \omega_0}^2 + \frac{1}{2} \| u_k(0) \|_{2, \omega_0}^2 + \sum_j \int_{\Omega_T} v^j_k \partial_t u^j_k \omega_0 dx \, dt.
\]

(8.2)

Concerning the last term in 8.1 we claim that for \( k \to \infty \) we have:

\[
\sum_j \int_{\Omega_T} v^j_k \partial_t (u^j_k) \omega_0 dx \, dt - \sum_j \int_{\Omega_T} u^j_k \partial_t (u^j_k) \omega_0 dx \, dt = \frac{1}{2} \| u(T) \|_{2, \omega_0}^2 - \frac{1}{2} \| u_0 \|_{2, \omega_0}^2
\]

(8.3)

To see this, let \( \varepsilon > 0 \) be given. Then, there exists \( M \) such that for all \( l \geq m \geq M \) we have:

- (i) \( \sum_j | \int_{\Omega_T} (u^j - v^j_m) \partial_t (u^j) \omega_0 dx \, dt | \leq \varepsilon \). This is possible, since \( \partial(j \circ i \circ u) \in L^{fr}(0, T, W^{1,fr}_0(\Omega, \omega)) \) and \( v_m \to u \) in \( L^p(0, T, W^{1,p}_0(\Omega, \omega)) \)

- (ii) \( \sum_j | \int_{\Omega_T} (v^j - v^j_m) \partial_t (u^j) \omega_0 dx \, dt | \leq \varepsilon \). This is possible by the bound obtained for \( \langle \frac{d}{dt} (j \circ i \circ u_k(t), \phi) \rangle \) in the proof of proposition 7.1 since \( (v_l - v_k) \in \text{span}(\delta_1, \delta_2, ..., \delta_k) \) for all fixed \( t \in [0, T] \).

Now, we fix \( m \geq M \) and choose \( m_0 \geq m \) such that for all \( l \geq m_0 \):

\[
\sum_j | \int_{\Omega_T} v^j_m \partial_t (u^j - u^j_l) \omega_0 dx \, dt | \leq \varepsilon. \]

This is possible, since \( \partial_t u_l \to \partial_t u \) in \( L^{fr}(0, T, (W^{s,2}_0(\Omega, \omega))^l) \). Combinations yields for all \( l = l(\varepsilon) \geq m_0(\varepsilon) \)

\[
| \sum_j \int_{\Omega_T} v^j_l \partial_t (u^j_l) \omega_0 dx \, dt - \sum_j \int_{\Omega_T} u^j_l \partial_t (u^j_l) \omega_0 dx \, dt | \\
\leq \sum_j | \int_{\Omega_T} (v^j_l - v^j_m) \partial_t (u^j_l) \omega_0 dx \, dt | + \sum_j | \int_{\Omega_T} v^j_m \partial_t (u^j_l - \partial_t u) \omega_0 dx \, dt | \\
+ \sum_j | \int_{\Omega_T} (v^j_m - u^j) \partial_t u \omega_0 dx \, dt | \leq 3\varepsilon.
\]
Thus, for arbitrary \((u_k)_k\) is bounded in \(L^\infty(0, T, L^2(\Omega, \omega_0))\) by proposition 7.1 we have that \((u_k(T) \rightharpoonup u(T))\) in \(L^2(\Omega, \omega_0))\). Hence,

\[
(8.4) \quad \lim_{k \to \infty} \|u_k(T)\|_{2, \omega_0} \geq \|u(T)\|_{2, \omega_0}.
\]

By construction of \(u_k\) we also have

\[
(8.5) \quad \lim_{k \to \infty} \|u_k(0)\|_{2, \omega_0} = \|u_0\|_{2, \omega_0}.
\]

Using 8.5, 8.4 and 8.3, in 8.2, we conclude that

\[
\lim_{k \to \infty}(\sum_j \int_{\Omega_T} (u_k^j - v_k^j)\partial_t(u_k^j)\omega_0)dxdt \leq 0,
\]

thus \((A_6)\) is fulfilled.

So, \((A_1) - (A_6)\) and \((N_1) - (N_3)\) hold and we may infer from proposition 7.1 that \(\sigma_k(x, t, u_k, D u_k)\) converge to \(\sigma_k(x, t, u, D u)\) at least weakly in \(L^1(\Omega_T, M^{m \times n})\), for \(k \to \infty\). Since we have that \(u_k \rightharpoonup u\) in measure on \(\Omega_T\) by proposition 4.1, we may infer that \(u_k \to u\) almost everywhere on \(\Omega_T\), for \(k \to \infty\).

Thus, for arbitrary \(\varphi \in W^{1,p}_0(\Omega, \omega, \mathbb{R}^m\)) it follows from the continuity conditions \((F_0)\) and \((G_0)\) that \(f(x, t, u_k, \varphi(x) \rightharpoonup f(x, t, u, \varphi(x)\) and \(g(x, t, u_k, D\varphi(x) \rightharpoonup g(x, t, u)\varphi(x)\) almost everywhere on \(\Omega_T\). Since, by the growth conditions in \((F_1)\) and \((G_1)\) and the uniform bound in proposition 7.1, \(f(x, t, u_k, \varphi(x)\) and \(g(x, t, u_k, D\varphi(x)\) are equiintegrable, it follows that

\[
\lim_{k \to \infty}(\sum_j \int_{\Omega_T} (u_k^j - v_k^j)\partial_t(u_k^j)\omega_0)dxdt \leq 0.
\]

Now, we take a test function \(\varphi \in \cup_i \in \mathbb{N} \text{span}(\delta_1, \delta_2, ..., \delta_l)\) and \(\phi \in C^\infty_0([0, T])\) in

\[
\langle \partial_t u_k, \varphi(x) \rangle_{2, \omega_0} + \int_{\Omega} \sigma(x, t, u_k, D u_k) : D\delta_j dx = \langle \nu(t), \delta_j \rangle + \int_{\Omega} f(x, t, u_k)\delta_j dx + \int_{\Omega} g(x, t, u_k) : D\delta_j dx,
\]

for \(j \in \{1, 2, ..., k\}\).

And integrate over the interval \([0, T]\) and pass to the limit \(k \to \infty\). The resulting equation is

\[
\sum_j \int_{\Omega_T} \partial_t w^j(x, t)\phi^j(t)\varphi(x)\omega_0)dxdt + \int_{\Omega_T} \sigma_k(x, t, u, D u) : D\varphi(x)\phi(t)dxdt
\]
\[
\langle v, \phi \varphi \rangle + \int_{\Omega_T} f(x, t, u) \cdot \varphi(x) \phi(t) \, dx \, dt + \int_{\Omega_T} g(x, t, u) : D\varphi(x) \phi(t) \, dx \, dt.
\]

For arbitrary \( \varphi \in \cup_{i \in \mathbb{N}} \text{span}(\delta_1, \delta_2, \ldots, \delta_3) \) and \( \phi \in C_0^\infty([0, T]) \). By density of the linear span of these functions in \( L^p(0, T, W^{1,p}_0(\Omega, \omega)) \), this proves that \( u \) is in fact a weak solution of \((QPS)_\omega\). Hence the theorem is proved.

9. Examples

**Exemple 9.1.** Let \( \Omega \) is a bounded open domain in \( \mathbb{R}^n \). In this example we suppose that the weighted functions: \( (\omega_{ij}), 0 \leq i \leq n; 1 \leq j \leq m \), with \( \omega_{ij}(x) = \omega(x), x \in \Omega \) for all \( i, j \) and \( \omega(x) > 0 \) a.e. in \( \Omega \). Hence we have the Hardy-Type inequalities in \((P_1)\) for all \( u \in W^{1,p}_0(\Omega, \omega); q > p' \).

Let \( \sigma_{rs}(x, t, \eta, \xi) = \omega | \xi_{rs} |^{p-1} \text{sign}(\xi_{rs}) \) for all \( 1 \leq r \leq n \) and \( 1 \leq s \leq m \); \( \sigma = (\sigma_{rs})_{r, s} \);
\( \sigma \) is a Carathéodory functions in \((P_1)\); \( \sigma_{rs} \) verify \((P_2) - (P_3)\).

We take \( d(x) = d(x, \partial \Omega), \omega_{ij}(x) = d^{\lambda_0}(x) \) for all \( 1 \leq j \leq m \), \( \omega(x) = d^\lambda(x), \gamma(x) = d^p(x) \) we have: \( W^{1,p}_0(\Omega, \omega) \hookrightarrow L^q(\Omega, \gamma) \) for \( 1 < p \leq q < \infty \) (resp \( 1 \leq q < p < \infty \)) if and only if \( \lambda \neq p - 1, \frac{n}{q} - \frac{p}{p} + 1 \geq 0 \) and \( \frac{p}{q} - \frac{\lambda}{p} + \frac{n}{q} - \frac{p}{p} + 1 > 0 \) (resp \( \lambda \in \mathbb{R}, \) and \( \frac{p}{q} - \frac{\lambda}{p} + \frac{n}{q} - \frac{p}{p} + 1 > 0 \)). Hence the theorem 3.1 is proved.

**Exemple 9.2.** We suppose that \( p = n = m = 2 \). \( \Omega = \{ x \in \mathbb{R}^2; |x| < 1 \} \)
\( \omega = \omega_{11}(x) = \omega_{22}(x) = d^\lambda(x) = |x - \frac{x}{|x|}|^\lambda, \omega_{12} = \omega_{21} = 0 \) and \( \gamma(x) = |x - \frac{x}{|x|}|^p \).

Let \( \sigma_{rs}(x, t, \eta, \xi) = \omega | \xi_{rs} |^{p-1} \text{sign}(\xi_{rs}) \) for all \( 1 \leq r \leq n \) and \( 1 \leq s \leq m \);
\( \sigma = (\sigma_{rs})_{r, s} \), \( f = g = 0 \). With \( q > 1; \lambda \neq p - 1; \mu > \frac{n}{2} - 2 \), by this conditions the hypothesis \((P_1) - (P_3)\) are verify, thus the problem \((QPS)_\omega\) has a solution.
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