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1. Introduction

Let µ be a probability measure on a metric space X. The Hausdorff multi-
fractal spectrum function, fµ, and the packing multifractal spectrum func-
tion, Fµ, of the measure µ are defined respectively by

fµ(α) = dimH(E(α)) and Fµ(α) = dimP (E(α)) for α ≥ 0,

where

E(α) =

⎧⎪⎪⎨⎪⎪⎩x ∈ suppµ; limr→0
log

µ
µ
³
B(x, r)

´¶
log r

= α

⎫⎪⎪⎬⎪⎪⎭ ,

and suppµ is the topological support of µ.
During the past 25 years there has been an enormous interest in com-

puting the multifractal spectra of measures in the mathematical literature.
Particularly, the multifractal spectra of various classes of measures in Eu-
clidean space Rn exhibiting some degree of self-similarity have been com-
puted rigorously. The reader can be referred to the paper [9], the textbooks
[7, 11] and the references therein. Some heuristic arguments using
tech- niques of statistical mechanics (see [8]) show that the singularity
spectrum should be finite on a compact interval, noted by Dom(µ), and
is expected to be the Legendre transform conjugate of the τµ-function,
given by

τµ(q) = lim
r→0

1

− log r log
Ã
sup

(X
i

µ(B(xi, r))
q

)!

where the supremum is taken over all centered packing
³
B(xi, r)

´
i
of suppµ.

That is, for all α ∈ Dom(µ),

fµ(α) = inf
q∈R

½
αq + τµ(q)

¾
=: τ∗µ(α).(1.1)

The multifractal formalism (1.1) has been proved rigorously for ran-
dom and non-random self-similar measures, for self-conformal measures,
for self-affine measures and for Moran measures. We notice that the proofs
of the multifractal formalism (1.1) in the above-mentioned references (see
for example [3, 9, 13] and references therein) are all based on the same
key idea. The upper bound for fµ(α) is obtained by a standard covering
argu- ment, involving Besicovitch’s covering theorem or Vitali’s covering
theorem.
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Moreover, by using Besicovitch’s theorem, there exists an integer ξ ∈ N,
such that Hq,t

µ ≤ ξP q,t
µ (see [9]). The measure Hq,t

µ is a multifractal gener-
alization of the centered Hausdorff measure, whereas P q,t

µ is a multifractal
generalization of the packing measure. In fact, in the case when t ≥ 0,
H0,t
µ = Ht and P 0,tµ = P t, where Ht denotes the t-dimensional centered

Hausdorff measure and P t denotes the t-dimensional packing measure.
The measuresHq,t

µ and P q,t
µ and the pre-measure P

q,t
µ assign in the usual

way a multifractal dimension to each subset E ofRn. They are respectively
denoted by bqµ(E), B

q
µ(E) and Λ

q
µ(E) and satisfy

bqµ(E) = inf

½
t ∈ R; Hq,t

µ (E) = 0

¾
, Bq

µ(E) = inf

½
t ∈ R; P q,t

µ (E) = 0

¾
,

Λqµ(E) = inf

½
t ∈ R; P

q,t
µ (E) = 0

¾
.

The number bqµ(E) is an obvious multifractal analogue of the Hausdorff
dimension dimH(E) of E whereas Bq

µ(E) and Λ
q
µ(E) are obvious multi-

fractal analogues of the packing dimension dimP (E) and the pre-packing
dimension ∆(E) of E respectively. In fact, it follows immediately from the
definitions that

dimH(E) = b0µ(E), dimP (E) = B0µ(E) and ∆(E) = Λ0µ(E).

Next, for q ∈ R, we define the dimension functions bµ, Bµ and Λµ by

bµ(q) = bqµ

³
supp µ

´
, Bµ(q) = Bq

µ

³
supp µ

´
and Λµ(q) = Λ

q
µ

³
supp µ

´
.

It is well known that the functions bµ, Bµ and Λµ are decreasing and
Bµ, Λµ are convex and satisfying bµ ≤ Bµ ≤ Λµ.

One of the main importance of the multifractal measures Hq,t
µ and P q,t

µ ,
and the corresponding dimension functions bµ, Bµ, and Λµ is due to the
fact that the multifractal spectra functions fµ and Fµ are bounded above
by the Legendre transforms of bµ and Bµ, respectively, i.e.,

dimH(E(α)) ≤ b∗µ(α) and dimP (E(α)) ≤ B∗µ(α) for all α ≥ 0.

These inequalities may be viewed as rigorous versions of the multifractal
formalism. Furthermore, for many natural families of measures we have

dimH(E(α)) = b∗µ(α) and dimP (E(α)) = B∗µ(α) for some α ≥ 0,
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2. Main result

2.1. Moran set

Let recall the class of homogeneous Moran sets. One consider {nk}k≥1 a
sequence of positive integers and {ψk}k≥1 a sequence of positive real vectors
with

ψk = (bk1, bk2, . . . , bknk) ,
nkX
j=1

bkj ≤ 1, k ∈ N.

Let D0 = ∅, and for any k ≥ 1, set

Dm,k = {(im, im+1, . . . , ik) ; 1 ≤ ij ≤ nj , m ≤ j ≤ k} and Dk = D1,k.

We also define D =
[
k≥0

Dk. If σ = (σ1, . . . , σk) ∈ Dk, θ = (θ1, . . . , θm) ∈

Dk+1,m, we denote σ ∗ θ = (σ1, . . . , σk, θ1, . . . , θm) .

Definition 2.1. Let I be a closed interval such that |I| = 1.We say the
collection F = {Iσ, σ ∈ D} of closed subsets of I fulfills the Moran structure
if it satisfies the following conditions (MSC):
(a) I∅ = I
(b) For all k ≥ 0 and σ ∈ Dk, Iσ∗1, Iσ∗2, . . . , Iσ∗nk+1 are subintervals of Iσ,
and satisfy

I◦σ∗i ∩ I◦σ∗j = ∅, whenever i 6= j (A◦ denotes the interior of A.)

(c) For any k ≥ 1, σ ∈ Dk−1, bk =
|Iσ∗j |
|Iσ|

, 1 ≤ j ≤ nk where |A| denotes
the diameter of A.

Let F be a collection of closed subintervals of I having homogeneous
Moran structure. The set E(F ) =

\
k≥0

[
σ∈Dk

Iσ is called an homogeneous

Moran set determined by F .
Let Fk = {Iσ, σ ∈ Dk} , and F =

S
k≥0 Fk. The elements of Fk are

called the basic elements of order k of the Moran set E and the elements
of F are called the basic elements of the Moran set E.

Remark 2.1. If lim
n→+∞

sup
σ∈Dn

|Iσ| > 0, then E contains interior points. Thus

the measure and dimension properties will be trivial. We assume therefore
lim

n→+∞
sup
σ∈Dn

|Iσ| = 0.
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Suppose that the set I, the sequences {nk} and {ψk} are given, we
denote byM =:M (I, {nk} , {ψk}) the class of the Moran sets satisfying the
(MSC) and call the Moran class associated with the triplet (I, {nk} , {ψk}).

Now letO = {a1, a2, . . . , am} and for ω ∈ ON := {s1s2 · · · sk · · · , si ∈ O},
write

ωk = ω|k = s1s2 · · · sk, then |ωk| = k.

We also denote by |ωk|ai the number of occurrences of the letter ai in ωk.
Given a probability vector γ = (γ1, γ2, . . . , γm), we say ω has frequency

vector γ, if lim
k→+∞

|ωk|ai
k

= γi > 0, for every ai ∈ O. It is easy see that

mX
i=1

|ωk|ai = k and
mX
j=1

γj = 1.

For γ = (γ1, γ2, . . . , γm) , we consider the set

ONγ =

(
ω = {sk}k≥1 ; sk ∈ O, lim

k→+∞

|ωk|ai
k

= γi, 1 ≤ i ≤ m

)
.

From now on, supposemi ∈ N, for 1 ≤ i ≤ m and ψi = (bi1, bi2, . . . , bimi)

be a positive real vector with
miX
j=1

bij ≤ 1. For ω ∈ ONγ , in the Moran

construction above, for any k ≥ 1 if sk = ai take nk = mi. Then
we construct the Moran set relting to ω ∈ ONγ and we denote it by

E(ω) = {I, {nk} , {ψk}}. From [13], we have
dimH E(ω) = lim inf

k→+∞
dk and dimP E(ω) = lim sup

k→+∞
dk

where dk satisfies the equation

kY
i=1

niX
j=1

bdkij = 1.(2.1)

It follows from (2.1) that

mY
i=1

⎛⎝ niX
j=1

bdkij

⎞⎠|ωk|ai = 1.
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Now taking the logarithms, the lower and upper limits respectively as k
tends to infinity, we get

dimHE(ω) = dimPE(ω) = d

where the number d satisfies the following equation

mX
i=1

γi log

⎛⎝miX
j=1

bdij

⎞⎠ = 0.
Suppose Iσ ∈ Fk, k ≥ 1, and let Iσ∗1, Iσ∗2, . . . , Iσ∗nk+1 be the nk+1 basic

intervals of order k+ 1 contained in Iσ arranged from the left to the right.

For all 1 ≤ j ≤ nk+1 − 1, let dist
³
Iσ∗j , Iσ∗(j+1)

´
≥ ∆k |Iσ| , where {∆k} is

a sequence of positive reals. We set ∆ = inf
k>1

∆k.

2.2. Moran measure

Now we will define a Borel probability measure on the Moran set E(ω).
Given Pai = (pi1pi2 · · · pimi), 1 ≤ i ≤ m be probability vectors, i.e.,

pij > 0 and
miX
j=1

pij = 1, for 1 ≤ i ≤ m.

Next, for k ≥ 1, σ ∈ Dk, we know that σ = σ1σ2 · · ·σk ∈ Dk where
σk ∈ {1, 2, . . . ,mi} , if sk = ai. For σ = σ1σ2 · · ·σk, consider σ (ai) as
follows: let ωk = s1 · · · sk, e1 < e2 < · · · e|ωk|ai be the occurrences of the
letter ai in ωk, then σ (ai) = σe1σe2 · · ·σe|ωk|ai

. By convention, we write

σ (ai) = σi1σi2 · · ·σi|ωk|ai , where σij ∈ {1, 2, . . . ,mi} for 1 ≤ i ≤ m. In fact,

σ(a1) ∗ σ(a2) ∗ · · · ∗ σ(am) is a rearrangement of σ = σ1 · · ·σk. We make the
convention that σ(ai) = ∅ if |ωk|ai = 0. From now on, we consider

pσ(ai) = piσi1 · · · piσi|ωk|ai , 1 ≤ i ≤ m.

It is easy to see that
X
σ∈Dk

mY
i=1

pσ(ai) = 1 for every k ≥ 1. We make the

convention that

pσ(ai) = 1 if σ (ai) = ∅.
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Let µ be a mass distribution on E(ω), such that for any Iσ ∈ Fk, σ ∈ Dk

µ (Iσ) = pσ(a1)pσ(a2) · · · pσ(am) and µ

⎛⎝X
σ∈Dk

Iσ

⎞⎠ = 1.
Since µ is related with ω, we denote it by µ(ω). In this case µ(ω) is

called Moran measure on E(ω). By the construction of the set E(ω), we

write bσ(ai) = biσi1 · · · biσi|ωk|ai for 1 ≤ i ≤ m, then |Iσ| =
mY
i=1

bσ(ai) and

#Fk =
mY
i=1

m
|ωk|ai
i . In the next, for simplicity we denote E(ω) by E, and

µ(ω) by µ.
Now one consider an auxiliary function β as follows: for every q ∈ R

and k ≥ 1, there is a unique number βk(q) such thatX
σ∈Dk

pqσ |Iσ|βk(q) = 1.

Thus, we prove by a simple calculation that

mY
i=1

⎛⎝miX
j=1

pqijb
βk(q)
ij

⎞⎠|ωk|ai = 1.
Now taking the logarithms, the lower and upper limits respectively when

k tends to infinity, we obtain

lim inf
k→+∞

βk(q) = lim sup
k→+∞

βk(q) = β(q)

where β(q) satisfies the equation

mX
i=1

γi log

⎛⎝miX
j=1

pqijb
β(q)
ij

⎞⎠ = 0.(2.2)

The following result describes some properties of the function β.

Proposition 2.1. [13] For all q ∈ R, the function β satisfies the
following statements

1. β(0) = lim
k→+∞

dk = d, β(1) = 0.
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νp ⊥ νq.(3.1)

Next, we present some tools, as well as lemmas, which will be used in
the proof of our main result.

Lemma 3.1. We have

0 < lim inf
k→+∞

X
σ∈Dk

µ (Iσ)
q |Iσ|β(q) ≤ lim sup

k→+∞

X
σ∈Dk

µ (Iσ)
q |Iσ|β(q) < +∞.

Proof. By a simple calculation, we can get β(q)− βk(q) = O( 1k ). By using
(2.1), we get X

σ∈Dk
µ (Iσ)

q |Iσ|β(q) = |Iσ|β(q)−βk(q) ≥

µ
min {bij ; 1 ≤ j ≤ mi, 1 ≤ i ≤ m}

¶k(β(q)−βk(q))
,

which implies that

lim inf
k→+∞

X
σ∈Dk

µ (Iσ)
q |Iσ|β(q) > 0.

The proof of the

lim sup
k→+∞

X
σ∈Dk

µ (Iσ)
q |Iσ|β(q) < +∞.

is identical to the proof of the statement in the first part and is therefore
omitted.

Lemma 3.2. There exists a constant K > 0 such that for any q ∈ R

K νq(E) ≤ Hq,β(q)
µ (E).

Proof. For convenience of presentation let In(x) be the nth-level basic set of

E containing the point x. Fix δ > 0 and let

µ
B (xn, rn)

¶
n∈N

be a centered

δ-covering of E. For each n we can choose σ(n) ∈ Dk, for any k ≥ 1 such



28 Zied Douzi, Amal Samti and Bilel Selmi

that xn ∈ Iσ(n). Since ∆ > 0, then for each n ∈ N we can find hn, n ∈ N
such that¯̄̄

Iσ(n)|hn+1
¯̄̄
≤ rn <

¯̄̄
Iσ(n)|hn

¯̄̄
and ∆

¯̄̄
Iσ(n)| n+1

¯̄̄
≤ rn < ∆

¯̄̄
Iσ(n)| n

¯̄̄
which implies that

Iσ(n)|hn+1 (xn) ⊆ B (xn, rn) and E ∩B (xn, rn) ⊆ Iσ(n)| n+1(xn).(3.2)

So,

νq(E) ≤
X
n

νq (B (xn, rn))

≤
X
n

νq
³
Iσ(n)| n+1 (xn)

´

=
X
n

µ
³
Iσ(n)| n+1 (xn)

´q ¯̄̄
Iσ(n)| n+1

¯̄̄β(q)
X

σ∈D n+1

µ (Iσ)
q |Iσ|β(q)

≤ k1
X
n

µ
³
Iσ(n)| n+1 (xn)

´q ¯̄̄
Iσ(n)| n+1

¯̄̄β(q)
.(3.3)

If β(q) ≥ 0, then¯̄̄
Iσ(n)| n+1

¯̄̄β(q)
≤ (2∆)β(q) (2rn)β(q) .

Moreover, if β(q) < 0, one has for s n+1 = ai¯̄̄
Iσ(n)| n+1

¯̄̄
= bij0

¯̄̄
Iσ(n)| n

¯̄̄
, j = 1, 2, ...,mi,

since ¯̄̄
Iσ(n)| n+1

¯̄̄
≥ min {bij ; 1 ≤ j ≤ mi, 1 ≤ i ≤ m} ·

¯̄̄
Iσ(n)|ln

¯̄̄
,

then

2rn ≤ 2∆
¯̄̄
Iσ(n)| n

¯̄̄
≤ 2∆

min {bij ; 1 ≤ j ≤ mi, 1 ≤ i ≤ m}
¯̄̄
Iσ(n)| n+1

¯̄̄
.

Which implies that¯̄̄
Iσ(n)| n+1

¯̄̄β(q)
≤
µ
min {bij ; 1 ≤ j ≤ mi, 1 ≤ i ≤ m}

2∆

¶β(q)
(2rn)

β(q) .
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Thus we proved the following inequality¯̄̄
Iσ(n)| n+1

¯̄̄β(q)
≤ c1 (2rn)

β(q)(3.4)

where c1 is a suitable constant. If q < 0, using (3.2), we obtain

µ
³
Iσ(n)| n+1(xn)

´q
≤ µ (B (xn, rn))

q .(3.5)

For the case q ≥ 0, since the measure µ satisfies the doubling condition
(see [14, Proposition 3.2]), there exists a constant A > 0 such that

µ
³
Iσ(n)| n+1(xn)

´q
≤
Ã
µ
¡
B
¡
xn,

rn
∆

¢¢
µ (B (xn, rn))

!q

µ (B (xn, rn))
q ≤ Aqµ (B (xn, rn))

q .

(3.6)
From (3.5) and (3.6), there exists a constant c2 such that

µ
³
Iσ(n)| n+1(xn)

´q
≤ c2 µ (B (xn, rn))

q .(3.7)

Now combining (3.3), (3.4) and (3.7), we obtain

νq(E) ≤ k1c1c2
X
n

µ (B(xn, rn))
q (2rn)

β(q) .

Consequently

K νq(E) ≤ H
q,β(q)
µ,δ (E) ≤ H

q,β(q)
µ (E) ≤ Hq,β(q)

µ (E)

where K =
³
k1c1c2

´−1
, which achieves the proof of Lemma 3.2.

Lemma 3.3. There exists a constant K > 0 such that for any q ∈ R

P q,β(q)
µ (E) ≤ K νq(E).

Proof. Let F be a closed subset of E. For δ > 0 write

B(F, δ) =

½
x ∈ E; dist(x, F ) ≤ δ

¾
.

Since F is closed, B(F, δ)& F for δ & 0. Then for all ε > 0, there exists
δ0 satisfying

νq
³
B(F, δ)

´
≤ νq(F ) + ε, ∀ 0 < δ < δ0.
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Fix δ > 0 and let

µ
B(xn, rn)

¶
n
be a centered δ-packing of F . For each

integer n, choose σ(n) ∈ Dk, for any k ≥ 1 such that xn ∈ Iσ(n) and pick
hn, n ∈N such that¯̄̄

Iσ(n)|hn+1
¯̄̄
≤ rn <

¯̄̄
Iσ(n)|hn

¯̄̄
and ∆

¯̄̄
Iσ(n)| n+1

¯̄̄
≤ rn < ∆

¯̄̄
Iσ(n)| n

¯̄̄
.

Observing that

Iσ(n)|hn+1 (xn) ⊆ B (xn, rn) and E ∩B (xn, rn) ⊆ Iσ(n)| n+1(x).

By using the same technics as that in Lemma 3.2, there exists ec1, ec2 > 0
such that

(2rn)
β(q) ≤ ec1 ¯̄̄Iσ(n)|hn+1 ¯̄̄β(q) and µ (B (xn, rn))

q ≤ ec2 µ³Iσ(n)|hn+1(xn)´q .
Thus,

X
n

µ (B(xn, rn))
q (2rn)

β(q) ≤ ec1ec2X
n

µ
³
Iσ(n)|hn+1(xn)

´q ¯̄̄
Iσ(n)|hn+1

¯̄̄β(q)

≤ ec1ec2 X
n

⎛⎜⎜⎜⎝µ
³
Iσ(n)|hn+1(xn)

´q ¯̄̄
Iσ(n)|hn+1

¯̄̄β(q)
X

σ∈Dhn+1
µ (Iσ)

q |Iσ|β(q)

⎞⎟⎟⎟⎠
×

X
σ∈Dhn+1

µ (Iσ)
q |Iσ|β(q)

≤ ek1ec1ec2 X
n

νq
³
Iσ(n)|hn+1(xn)

´
≤ K

X
n

νq
³
B (xn, rn)

´
≤ K νq

³
B(F, δ)

´
≤ K

µ
νq(F ) + ε

¶
≤ K

µ
νq(E) + ε

¶
where K = ek1ec1ec2.

It results that

P
q,β(q)
µ (F ) ≤ K

µ
νq(E) + ε

¶
.
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Letting ε ↓ 0, now yields

P q,β(q)
µ (E) ≤ P

q,β(q)
µ (E) ≤ K νq(E).

Which complete the proof of Lemma 3.3.

Let us now prove our main theorem.

Proof of Theorem 2.1. By using Lemma 3.2, Lemma 3.3 and since µ
satisfies the doubling condition, one has

K νq ≤ Hq,β(q)
µ ≤ P q,β(q)

µ ≤ K νq on E.

It results that

1

K
Hq,β(q)
µ ≤ νq ≤

1

K
Hq,β(q)
µ on E

and
1

K
P q,β(q)
µ ≤ νq ≤

1

K
P q,β(q)
µ on E.

Finally, the result follows from (3.1).

Remark 3.1. The results of Theorem 2.1 hold if we replace the multifrac-
tal Hausdorff and packing measures by the multifractal Hewitt-Stromberg
measures (see [1, 2] for the precise definitions), which in particular provides
an answer to [2, Questions 4 and 5].

Remark 3.2. It follows from Lemma 3.2 and Lemma 3.3 that

bµ(q) = Bµ(q) = Λµ(q) = β(q), ∀ q ∈ R.

It is also instructive to consider the special case q = 0. In particular, we
have

dimH(E) = dimP (E) = ∆(E) = β(0) = d.
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