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1. Introduction

Let A be the class of functions f normalized by

f(z) = z +
∞X
n=2

anz
n(1.1)

which are analytic in the open unit disk U = {z : z ∈ C and |z| < 1}. We
denote by T the subclass of A consisting of functions of the form

f(z) = z −
∞X
n=2

anz
n, (an ≥ 0).(1.2)

This subclass was introduced and extensively studied by Silverman [17].
Let T ∗(α) and C(α) be denote the subclasses of T consisting of starlike and
convex functions of order α, (0 ≤ α < 1), respectively.

In [9], Kanas andWisniowska introduced the classes UCV (α, β) consists
of uniform β−convex functions of order α and SP (α, β) consists parabolic
β−starlike functions of order α,−1 < α ≤ 1, β ≥ 0, which generalizes the
class UCV and SP respectively.

The function f ∈ A belongs to UCV (α, β) if it satisfies the condition

Re

½
1 +

zf 00(z)

f 0(z)
− α

¾
> β

½
zf 00(z)

f 0(z)

¾
, z ∈ U.(1.3)

The function f ∈ A belongs to SP (α, β) if it satisfies the condition

Re

½
zf 0(z)

f(z)
− α

¾
> β

½
zf 0(z)

f(z)
− 1

¾
, z ∈ U.(1.4)

Indeed, it follows from 1.3 and 1.4 that f ∈ UCV (α, β) if and only if
zf 0(z) ∈ SP (α, β).

There has been a continues interest shown on the geometric and other
related properties of Bessel functions (like hypergeometric function) after
many papers have been published by Baricz [1] in recent times. One such
problem of Baricz [2] was to find condition on the triple p, b and c such that
the function up,b,c is starlike and convex of order α. In earlier investigations,
finding conditions on the parameters for which the Gaussian hypergeomet-
ric functions belong to the various classes of functions have been discuss in
details by Shanmugam [16], Sivasubramanina et al. [20].

Let us consider the following second order linear homogenous differential
equation ( for more details see [3])
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A certain subclass of uniformly convex functions defined by Bessel...749

z2ω00(z) + bzω0(z) + [cz2 − p2 + (1− b)p]ω(z) = 0, (p, b, c ∈ C).(1.5)

The function ω = ωp,b,c which is called the generalized Bessel function
of the first kind of order p, is defined as a particular solution of 1.5. The
function ωp,b,c has the families representation as follows:

ω(z) = ωp,b,c(z) =
∞X
n=0

(−1)ncn

n!Γ
³
p+ n+ b+1

2

´ µz
2

¶2n+p
, z ∈ C,(1.6)

where Γ stands for the Euler gamma function and k = p + b+1
2 /∈ Z0 =

{0,−1,−2, · · ·}. The series 1.6 permits the study of Bessel, modified Bessel,
spherical Bessel, modified spherical Bessel and ultra spherical Bessel func-
tions all together.

Solutions of 1.5 are referred as generalized Bessel functions of order p.
The particular solution given by 1.6 is called the generalized Bessel function
of the first kind of order p. Although the series defined above is convergent
everywhere, the function ωp,b,c is generally not univalent in the open unit
disc U = {z ∈ C : |z| < 1}.

It is worth mentioning that, in particular, for b = c = 1 in 1.6, we
obtain the familiar Bessel function of the first kind of order p defined by (
see [3]),

Jp(z) =
∞X
n=0

(−1)n
n!Γ(p+ n+ 1)

µ
z

2

¶2n+p
, z ∈ C.(1.7)

For the choices of b = 1 and c = −1 in 1.6, we obtain the modified Bessel
function of the first kind order of p defined by (see [3])

Ip(z) =
∞X
n=0

1

n!Γ(p+ n+ 1)

µ
z

2

¶2n+p
, z ∈ C.(1.8)

Further, for the choices b = 2 and c = 1 in 1.6, the functions ωp,b,c reduces

to
√
2 jp√

Π
, where jp is the spherical Bessel function of the first kind of order

p, defined by ( see [3])

jp(z) =

s
Π

2

∞X
n=0

(−1)n
n!Γ(p+ n+ 3

2)

µ
z

2

¶2n+p
, z ∈ C.(1.9)

Deniz et al. [7] considered the function up,b,c defined, in terms of generalized
Bessel function ωp,b,c by the transformation

up,b,c(z) = 2
pΓ

µ
p+

b+ 1

2

¶
z1−

p
2ωp,b,c(

√
z).(1.10)
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750 P. T. Reddy and B. Venkateswarlu

By using the well known Pochhammer symbol (or the shifted factorial) (λ)µ
denoted, for λ, µ ∈ C and in terms of the Euler Γ−function, by

(λ)µ =
Γ(λ+ n)

Γ(λ)
=

(
1, if µ = 0, λ ∈ C \ {0};
λ(λ+ 1) · · · (λ+ n− 1), if µ = n ∈ N,λ ∈ C;

(λ)0 = 1.

It is being understood conventionally that (0)0 = 1, we obtain the following
series representation for the function up,b,c given by 1.10

up,b,c(z) = z +
∞X
n=1

(−c)n
4n(k)nn!

,(1.11)

where k = p + b+1
2 /∈ Z and N = {1, 2, 3, · · ·}. For convenience, we write

uk,c(z) = up,b,c(z).

For f ∈ A is given by 1.1 and g ∈ A is given by g(z) = z +
∞P
n=1

bnz
n,

the Hadamard product or convolution of f(z) and g(z) is defined by

(f ∗ g)(z) = z +
∞X
n=1

anbnz
n = (g ∗ f)(z), z ∈ U.

Note that f ∗ g ∈ A. Now, we consider Bc
k operator, which is defined as

follows: Bckf(z) = uk,c(z) ∗ f(z) = z +
∞P
n=1

(−c)nan+1
4n(k)nn!

zn+1

= z +
∞P
n=2

(−c)n−1an
4n−1(k)n−1(n−1)!z

n = z +
∞P
n=2

D(c, k, n)anz
n

where D(c, k, n) = (−c)n−1
4n−1(k)n−1(n−1)! , k =

³
p+ b+1

2

´
6= 0,−1,−2, · · · . We

note that using the definition 1.12, we obtain that

z
£
Bc
k+1f(z)

¤0
= kBc

kf(z)− (k − 1)Bc
k+1f(z),(1.12)

where k = p+ b+1
2 /∈ Z−0 .

The function Bc
kf(z) is in 1.12 is an elementary transformation of the

generalized hypergeometric function, so that Bc
kf(z) = z0F1(k;

−c
4 z) ∗ f(z)

and uk,c
¡−c
4 z
¢
= z0F1(k; z).

Recently, Baricz and Frasin [4] and Deniz et al. [7] were interested in
the univalence of some integral operators which involved the normalization
form of the ordinary Bessel function of the first kind and the normalized
form of the generalized Bessel functions of the first kind, respectively.

Very recently, Cho et al. [6], Murugusundaramoorthy and Janani [13]
and Porwal and Dixit [14] were introduced some characterization of gener-
alized Bessel functions of first kind to be in certain subclasses of uniformly
starlike and uniformly convex functions.
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Motivated by the new technique due to Ramachandran et al. [15], Mu-
rugusundaramoorthy and Magesh [11] and Thirupathi Reddy and Venkateswarlu
[21], we define the following new subclass of uniformly convex functions de-
fined by Bessel functions.

Definition 1.1. The function f(z) of the form 1.1 is in the class S(λ, γ)
if it satisfies the inequality

Re

(
z (Bc

kf(z))
0

(1− λ)z + λBc
kf(z)

− γ

)
>

¯̄̄̄
¯ z (Bc

kf(z))
0

(1− λ)z + λBc
kf(z)

− 1
¯̄̄̄
¯ ,(1.13)

for 0 ≤ λ ≤ 1, 0 ≤ γ < 1.

Further we denote TS(λ, γ) = S(λ, γ) ∩ T.
The aim of this paper is to study some characterization for generalized

Bessel functions of first kind is to be subclass of analytic functions. Further
we studied coefficient estimates, radius of starlikeness, convexity, close-to-
convexity. Convex linear combinations for the class TS(λ, γ). Finally, we
proved integral means inequalities for the class.

2. Coefficient Estimates

In this section we obtain the coefficient bounds of function f(z).

Theorem 2.1. A function f(z) of the form 1.1 is in S(λ, γ), then

∞X
n=2

[2n− λ(γ + 1)]D(c, k, n)|an| ≤ 1− γ,(2.1)

where 0 ≤ λ ≤ 1, 0 ≤ γ < 1 and D(c, k, n) is given by 1.12.

Proof. It is enough to show that¯̄̄̄
¯ z (Bc

kf(z))
0

(1− λ)z + λBc
kf(z)

− 1
¯̄̄̄
¯−Re

(
z (Bc

kf(z))
0

(1− λ)z + λBc
kf(z)

− 1
)
≤ 1− γ.

We have

¯̄̄̄
z(Bc

kf(z))
0

(1−λ)z+λBc
kf(z)

− 1
¯̄̄̄
−Re

½
z(Bc

kf(z))
0

(1−λ)z+λBc
kf(z)

− 1
¾

≤ 2
¯̄̄̄

z(Bc
kf(z))

0

(1−λ)z+λBc
kf(z)

− 1
¯̄̄̄
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≤
2
∞P
n=2

(n−λ)D(c,k,n)|an||z|n−1

1−
∞P
n=2

λD(c,k,n)|an||z|n−1

≤
2
∞P
n=2

(n−λ)D(c,k,n)|an|

1−
∞P
n=2

λD(c,k,n)|an|
. The last expression is bounded above by (1− γ) if

∞X
n=2

[2n− λ(γ + 1)]D(c, k, n)|an| ≤ (1− γ)

and the proof is complete. 2

Theorem 2.2. Let 0 ≤ λ ≤ 1, 0 ≤ γ < 1. Then f is in the form 1.2 to be
in the class TS(λ, γ) if and only if

∞X
n=2

[2n− λ(γ + 1)]D(c, k, n)|an| ≤ (1− γ),(2.2)

where D(c, k, n) is given by 1.12.

Proof. In view of the above Theorem 2.1, we need only to prove the
necessity. If f ∈ TS(λ, γ) and z is real then

Re

⎧⎪⎪⎨⎪⎪⎩
1−

∞P
n=2

nD(c, k, n)anz
n−1

1−
∞P
n=2

λD(c, k, n)anzn−1

⎫⎪⎪⎬⎪⎪⎭ >

¯̄̄̄
¯̄̄̄
∞P
n=2
(n− λ)D(c, k, n)anz

n−1

1−
∞P
n=2

λD(c, k, n)anzn−1

¯̄̄̄
¯̄̄̄

Letting z → 1 along the real axis, we desired the inequality

∞X
n=2

[2n− λ(γ + 1)]D(c, k, n)|an| ≤ (1− γ).

2

Corollary 2.1. If f ∈ TS(λ, γ) then

|an| ≤
(1− γ)

[2n− λ(γ + 1)]D(c, k, n)
zn,(2.3)

where 0 ≤ λ ≤ 1, 0 ≤ γ < 1 and D(c, k, n) are given by 1.12. Equality
holds for the function

f(z) = z − (1− γ)

[2n− λ(γ + 1)]D(c, k, n)
zn.(2.4)
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Remark 2.2. For the choice of λ = 1 in Theorems 2.1, 2.2 and Corollary
2.1, we observed that the results are coincide with Thirupathi Reddy and
Venkateswarlu [21] .

3. Convex Linear Combinations

In this section we prove that the class TS(λ, γ) is a convex set. And also we
prove that if f ∈ TS(λ, γ) then f(z) is close-to-convex of order δ, 0 ≤ δ < 1.

Theorem 3.1. Let f1(z) = z and

fn(z) = z − (1− γ)

[2n− λ(γ + 1)]D(c, k, n)
zn, n ≥ 2.(3.1)

Then f(z) ∈ TS(λ, γ) if and only if it can be in the form

f(z) =
∞X
n=1

ωnfn(z), ωn ≥ 0,
∞X
n=1

ωn = 1.(3.2)

Proof. Suppose that f(z) can be written as in 2.6. Then

f(z) = z −
∞X
n=2

(1− γ)

[2n− λ(γ + 1)]D(c, k, n)
zn.

Now
∞X
n=2

ωn
(1− γ)[2n− λ(γ + 1)]D(c, k, n)

(1− γ)[2n− λ(γ + 1)]D(c, k, n)
=

∞X
n=2

ωn = (1− ω1) ≤ 1.

Thus f(z) ∈ TS(λ, γ).

Conversely suppose that f(z) ∈ TS(λ, γ). Then by using 2.3, we get,

ωn =
[2n− λ(γ + 1)]D(c, k, n)

1− γ
an, n ≥ 2 and ω1 = 1−

∞X
n=2

ωn.

Then we have f(z) =
∞P
n=1

ωnfn(z). Hence the theorem. 2

Theorem 3.2. The class TS(λ, γ) is a convex set.
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Proof. Let the function

fj(z) = z −
∞X
n=2

an,jz
n, an,j ≥ 0, j = 1, 2(3.3)

be in the class TS(λ, γ). It is enough to show that the function h(z) defined
by h(z) = ξf1(z) + (1− ξ)f2(z), 0 ≤ ξ < 1 is in the class TS(λ, γ).

Since h(z) = z −
∞P
n=2
[ξan,1 + (1− ξ)an,2]z

n. An easy computation with

the aid of Theorem 2.2, we get
∞P
n=2
[2n−λ(γ+1)]ξD(c, k, n)an,1+

∞P
n=2
[2n−

λ(γ + 1)](1− ξ)D(c, k, n)an,2
≤ ξ(1−γ)+(1−ξ)(1−γ) ≤ (1−γ), which implies that h ∈ TS(λ, γ). Hence
the TS(λ, γ) is convex. 2 Now we obtain the radii of close-to-convexity
starlikeness and convexity for the class TS(λ, γ).

Theorem 3.3. Let the functin f(z) defined by 1.2 belong to the class
TS(λ, γ). Then f(z) is close-to-convex of order δ, (0 ≤ δ < 1) in the disc
|z| < r1, where

r1 = inf
n≥2

⎡⎢⎢⎣(1− δ)
∞P
n=2
[2n− λ(γ + 1)]D(c, k, n)

n(1− γ)

⎤⎥⎥⎦
1

n−1

, n ≥ 2.(3.4)

The result is sharp with the extremal function f(z) by 2.5.

Proof. Given f ∈ T and f is close-to-convex of order δ, we have

|f 0(z)− 1| < (1− δ).(3.5)

For the left hand side of 2.9, we have |f 0(z)− 1| ≤
∞P
n=2

nan|z|n−1.
The right hand side of the above inequality is less than (1− δ). Then

∞X
n=2

n

1− δ
an|z|n−1 ≤ 1.

Using the fact that, f(z) ∈ TS(λ, γ) if and only if
∞P
n=2

[2n−λ(γ+1)]D(c,k,n)
(1−γ) an ≤

1.
We can 2.9 is true if

n

1− δ
|z|n−1 ≤ [2n− λ(γ + 1)]D(c, k, n)

(1− γ)
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or equivalently |z| ≤
h
(1−δ)[2n−λ(γ+1)]D(c,k,n)

n(1−γ)

i 1
n−1

and hence the proof of the theorem. 2

Theorem 3.4. Let the function f(z) defined by 1.2 belong to the class
TS(λ, γ). Then f(z) is starlike of order δ, (0 ≤ δ < 1) in the disc |z| < r2,
where

r2 = inf
n≥2

⎡⎢⎢⎣(1− δ)
∞P
n=2
[2n− λ(γ + 1)]D(c, k, n)

(n− δ)(1− γ)

⎤⎥⎥⎦
1

n−1

, n ≥ 2.(3.6)

The result is sharp with the extremal function given by 2.4

Proof. Given f ∈ T and f is starlike of order δ, we have¯̄̄̄
zf 0(z)

f(z)
− 1

¯̄̄̄
< (1− δ).(3.7)

For the left hand side of 2.11, we have
¯̄̄
zf 0(z)
f(z) − 1

¯̄̄
≤

∞P
n=2

(n−1)an|z|n−1

1−
∞P
n=2

an|z|n−1
.

The right hand side of the above inequality is less than (1− δ) if

∞X
n=2

(n− δ)

(1− δ)
an|z|n−1 < 1.

Using the fact that f(z) ∈ TS(λ, γ) if and only if
∞P
n=2

[2n−λ(γ+1)]D(c,k,n)
(1−γ) an ≤

1,

2.11 is true if (n−δ)
(1−δ) |z|n−1 ≤

[2n−λ(γ+1)]D(c,k,n)
(1−γ)

or equivalently |z|n−1 ≤ (1−δ)[2n−λ(γ+1)]D(c,k,n)
(n−δ)(1−γ) .

It yield starlikeness of the family. 2

Remark 3.1. For the choice of λ = 1 in Theorems 3.1, 3.2, 3.3 and
3.4, we observed that the results are coincide with Thirupathi Reddy and
Venkateswarlu [21] .
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4. Integral Means Inequalities

In [18], Silverman found that the function f2(z) = z − z2

2 is often extremal
over the family T and applied this function to resolve his integral means
inequality, conjectured [18] and settled in [19], that

2ΠZ
0

¯̄̄
f(reiφ)

¯̄̄η
dθ ≤

2ΠZ
0

¯̄̄
f2(re

iφ)η
¯̄̄
dθ,

for all f ∈ T, η > 0 and 0 < r < 1. In [18], he also proved his conjecture for
the subclasses T ∗(α) and C(α) of T.

Now we prove Silverman’s conjecture for the class of functions TS(λ, γ).
We need the concept of subordination between analytic functions and a
subordination theorem of Littlewood [10]. Two functions f and g, which
are analytic in E, the function ω is said to be subordinate to g in E if there
exists a function ω analytic in E with ω(0) = 0, |ω(z)| < 1, (z ∈ E) such
that f(z) = g(ω(z)), (z ∈ E).We denote this subordination by f(z) ≺ g(z).

Lemma 4.1. [10] If the functions f and g are analytic in E with f(z) ≺

g(z), then for η > 0 and z = reiφ, 0 < r < 1,
2ΠR
0

¯̄̄
g(reiφ)

¯̄̄η
dθ ≤

2ΠR
0

¯̄̄
f(reiφ)

¯̄̄η
dθ.

Now, we discuss the integral means inequalities for functions f ∈ TS(λ, γ)

and
2ΠR
0

¯̄̄
g(reiφ)

¯̄̄η
dθ ≤

2ΠR
0

¯̄̄
f(reiφ)

¯̄̄η
dθ.

Theorem 4.1. Suppose f(z) ∈ TS(λ, γ), η > θ, 0 ≤ λ < 1, 0 ≤ γ < 1 and
f2(z) be defined by

f2(z) = z − 1− γ

φ2(λ, γ)
z2,(4.1)

where φ2 = [4 − λ(γ + 1)]D(c, k, 2) and D(c, k, 2) is given by 1.12. Then
z = reiθ, 0 < r < 1,

2ΠZ
0

|f(z)|η dθ ≤
2ΠZ
0

|f2(z)|η dθ.(4.2)
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