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Abstract:

In this paper a novel class of fourth order functional differential equations is discussed. By reducing the fourth order functional differential equation to system of first order, a suitable complete Lyapunov functional is constructed and employed to obtain sufficient conditions that guarantee existence of a unique periodic solution, asymptotic and uniform asymptotic stability of the zero solutions, uniform boundedness and uniform ultimate boundedness of solutions. The obtained results are new and include many prominent results in literature. Finally, two examples are given to show the feasibility and reliability of the theoretical results.
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1. Introduction

The importance of functional differential equations (FDEs) in mathematical modelling cannot be over-emphasized, as it assumes a specified behaviour or phenomenon which depends on the present as well as the past state of a system. In other words, past events explicitly influence future results. Functional differential equation is the general name for a number of more specific types of differential equations such as delay differential equations, integro-differential equations, difference differential equations and so on, that are used in numerous applications in sciences and engineering technologies.

As a result of this, serious attention has been given by researchers to the study of qualitative behaviour of solutions to all branches of differential equations, (see for instance Ademola and Ogundiran [2], Burton [5, 6], Driver [8], Hale [9], Lakshmikantham et al. [14], Yoshizawa [23, 24] which contain basic background to the study. Other interesting papers on fourth order delay differential equations include but are not limited to Ademola [1], Adesina [3], Balamuralitharan [4], Cai and Meng [7], Kang and Si [10], Korkmaz and Tunç [11], Korkmaz [12, 13], Okoronkwo [15], Rahman and Remili [16], Sadek [17], Sinha [18], Tejumola and Tchegnani [19], Tunç [20, 21, 22]). In this regard, these cited papers and their references contain outstanding results on the qualitative behaviour of solutions of fourth order differential equations with delay (constant or variables).

In 1989 Okoronkwo [15], used Razumikhin-type theorem to discuss the stability and boundedness of solutions for the fourth order delay differential equation

\[ x^{(4)} + f(x''')x''' + \alpha_2 x'' + \beta_2 x''(t-h) + g(x'(t-h)) + \alpha_4 x + \beta_4 x(t-h) = p(t), \]

where \( \alpha_2, \beta_2, \alpha_4, \beta_4 \) are constants and \( h > 0 \) is a constant delay. The functions \( f, g, p \) are completely continuous depending on the arguments displayed explicitly. In another interesting paper, employing the second method of Lyapunov, Sadek [17] studied sufficient conditions for the asymptotic stability of the zero solutions for the fourth order

\[ x^{(4)} + \alpha_1 x''' + \alpha_2 x'' + \alpha_3 x' + f(x(t-r)) = 0 \]

and

\[ x^{(4)} + \alpha_1 x''' + \alpha_2 x'' + \phi(x'(t-r)) + f(x) = 0, \]
where \( \alpha_1, \alpha_2, \alpha_3 \) are constants, \( r > 0 \) is a delay constant, \( f \) and \( \phi \) are continuous functions such that \( f(0) = 0 = \phi(0) \).

In another paper, Tunç [21] set-up criteria for asymptotic stability of the trivial solution for the fourth order delay differential equation

\[
x^{(4)} + \varphi(x')x'' + h(x') + \phi(x'(t-r)) + f(x(t-r)) = 0,
\]

where \( r > 0 \) is a delay constant, \( \varphi, h, \phi \) and \( f \) are continuous functions with \( \phi(0) = f(0) = 0 \). In [20] Tunç also considered a boundedness criterion for fourth order nonlinear ordinary differential equations with delay

\[
x^{(4)} + \varphi(x')x'' + h(x'(t-r)) + \phi(x'(t-r)) + f(x(t-r)) = P(\cdot),
\]

where \( P(\cdot) = p(t, x, x', x'', x(t-r), x'(t-r), x''(t-r)) \), the functions \( \varphi, h, \phi, f \) and \( p \) depend only on the variables displayed explicitly and \( r \) is a positive constant fixed delay.

Balamuralitharan [4] employed the continuation theorem of Mawhin’s coincidence degree theory to study the periodic solutions to the fourth order delay differential equation of the form

\[
x^{(4)} + ax'' + f(x''(t-r(t))) + g(x'(t-r(t)) + h(x(t-r(t))) = p(t),
\]

where \( a > 0 \) is a constant, \( f, g, h \) and \( p \) are real continuous functions defined on \( \mathbb{R} = (-\infty, \infty) \) and \( h \) is periodic with common period \( \omega \). In 2017 Korkmaz and Tunç [11] gave sufficient conditions for the boundedness and square integrability of solutions of nonlinear fourth order differential equations with bounded delay

\[
x^{(4)} + a(t)(g(x(t))x''(t)+b(t)(q(x(t)))x'(t))+c(t)f(x(t))x'(t)+d(t)h(x(t-r(t)))
\]

\[= p(t, x, x', x'', x'''),\]

where \( r \) is a bounded delay, \( 0 \leq r(t) \leq \psi, r'(t) \leq \xi, 0 < \xi < 1, \xi \) and \( \psi \) are positive constants, \( a, b, c, d \) are continuous differentiable functions and \( f, g, h, p, q \) are continuous functions depending only on the arguments shown.

Recently in [1], Ademola gave criteria for periodicity, stability and boundedness of solutions to fourth order delay differential equation

\[
x^{(4)} + \varphi(x, x', x'', x''')x'' + f(x'(t-r), x''(t-r)) + g(x(t-r), x'(t-r)) + h(x(t-r)) = p(\cdot),
\]
where $p(\cdot) = p(t, x, x', x'', x'''(t), x(t - r), x(t - r), x''(t - r), x'''(t - r))$, $r > 0$ is a delay constant, $\varphi, f, g, h$ and $p$ are continuous functions in their respective arguments. Observations from relevant literature shows that works on fourth order differential equations (or fourth order with bounded delay) are extremely scared. The objective of this paper is to study stability, uniform asymptotic stability of the zero solution, boundedness, uniform ultimate boundedness and existence of a unique $\omega$-periodic solution for the fourth order delay differential equation

$$
x^{(4)}(t) + \phi(t, x(t), x'(t), x''(t), x'''(t)) = f(x(t - r(t)), x'(t - r(t)), x''(t - r(t)))
+ g(x(t - r(t)), x'(t - r(t))) + h(x(t - r(t))) = P^*(\cdot),
$$
(1.1)

where $P^*(\cdot) := p(t, x(t), x'(t), x''(t), x'''(t), x(t - r(t)), x'(t - r(t)), x''(t - r(t)))$. Equation 1.1 is equivalent to system of first order differential equations

$$
x'(t) = y(t), y'(t) = z(t), z'(t) = u(t)
$$
$$
u'(t) = P(\cdot) - \phi(t, x, y, z, u)u - f(x, y, z) - g(x, y) - h(x) + \int_{t-r(t)}^{t} h'(x(s))y(s)ds
+ \int_{t-r(t)}^{t} [g_x(x(s), y(s))y(s) + g_y(x(s), y(s))z(s) + f_x(x(s), y(s), z(s))y(s)]ds
+ \int_{t-r(t)}^{t} [f_y(x(s), y(s), z(s))z(s) + f_z(x(s), y(s), z(s))u(s)]ds,
$$
(1.2)

where $P(\cdot) = p(t, x, y, z, u, x(t - r(t)), y(t - r(t)), z(t - r(t)))$, the functions $\phi, f, g, h$ and $p$ are continuous in their respective arguments on $\mathbb{R}^+ \times \mathbb{R}^4$, $\mathbb{R}^3$, $\mathbb{R}^2$, $\mathbb{R}$ and $\mathbb{R}^+ \times \mathbb{R}^2$ respectively with $\mathbb{R}^+ = [0, \infty)$, $\mathbb{R} = (-\infty, \infty)$ and $0 \leq r(t) \leq \gamma$, $\gamma > 0$ being a constant whose value will be established later. The primes as usual, stand for differentiation with respect to the independent variable $t$ and the derivatives $h'(x), g_x(x, y), g_y(x, y), f_x(x, y, z), f_y(x, y, z)$ and $f_z(x, y, z)$ exist and are continuous for all $x, y, z$. Continuity of these functions is sufficient for the existence of the solutions of equation 1.1. Furthermore, it is assumed that the functions $\phi, f, g$ and $p$ in the equation 1.1 satisfy a Lipschitz condition in their respective arguments.

This work is motivated by the recent works in [1, 4, 7, 11, 12] and [20]. The obtained results are new and include many existing results in the literature. Despite the attention that has been given to the fourth order nonlinear differential equations with delay, there are no situation where the nonlinear function $\phi$ depends explicitly on the independent variable $t$, functions $f, g, h$ and $p$ simultaneously depend on ($t - r(t)$). Besides, a suitable complete Lyapunov functional is employed in this investigation compare
with the existing results where an incomplete Lyapunov functional are employed. These are our principal contributions. The next section gives basic preliminary results used in this work. The main results of this paper are stated and proved in Sections 3 and 4, while examples and discussions are given in Section 5.

2. Preliminary Results

Consider the following general nonlinear non-autonomous delay differential equation

\[ \dot{X} = \frac{dX}{dt} = F(t, X_t), \quad X_t = X(t + \theta), \quad -r \leq \theta < 0, \quad t \geq 0, \]

where \( F : \mathbb{R}^+ \times C_H \to \mathbb{R}^n \) is a continuous mapping, \( F(t + \omega, \phi) = F(t, \phi) \) for all \( \phi \in C \) and for some positive constant \( \omega \). We assume that \( F \) takes closed bounded sets into bounded sets in \( \mathbb{R}^n \). \((C, \| \cdot \|)\) is the Banach space of continuous function \( \varphi : [-r, 0] \to \mathbb{R}^n \) with supremum norm, \( r > 0 \); for \( H > 0 \), we define \( C_H \subset C \) by \( C_H = \{ \varphi \in C : \| \varphi \| < H \} \). \( C_H \) is the open \( H \)-ball in \( C \), \( C = C([-r, 0], \mathbb{R}^n) \).

**Definition 2.1.** (See [9].) Suppose that \( F(t, 0) = 0 \) for all \( t \in \mathbb{R} \). The solution \( X_t = 0 \) is said to be stable for any \( t_0 \in \mathbb{R} \) if there is a \( \delta = \delta(t_0) \) such that \( \| \phi \|_r < \delta \) implies \( \| X_t(t; t_0, \phi) \| < \epsilon \) for \( t \geq t_0 - r \). The solution \( X_t = 0 \) of 2.1 is uniformly stable on \((t_0, \infty)\) if it is stable at each \( t_0 \) and the number \( \delta \) is independent of \( t_0 \) (i.e \( \delta(t_0) \) depends only on \( \epsilon \)).

**Definition 2.2.** (See [9].) The solution \( X_t = 0 \) of 2.1 is said to be asymptotically stable at \( t_0 \) if it is stable at \( t_0 \) then there exists number \( \delta_1 = \delta_1(t_0) > 0 \) such that whenever \( \| \phi \|_r < \delta_1 \),

\[ \lim_{t \to \infty} X_t(t; t_0, \phi) = 0. \]

The solution \( X_t = 0 \) of 2.1 is uniformly asymptotically stable if it is uniformly stable and furthermore, there exits \( \delta_1 > 0 \) (independent of \( t_0 \)) such that for each \( t_0 \) and \( \| \phi \|_r < \delta_1 \),

\[ X_t(t; t_0, \phi) \to 0 \]

as \( t \to \infty \).
Definition 2.3. (See [14]). A solution of 2.1 is bounded if there is an \( M = M(t_0, \phi) > 0 \) such that
\[
\|X_t(t; t_0, \phi)\| < M
\]
for all \( t \geq t_0 - r \).

Definition 2.4. (See [14]). The solutions of 2.1 are equi-bounded if for any \( H > 0 \) and \( t_0 \in \mathbb{R} \) there exists an \( M = M(t_0, H) > 0 \) such that if \( \|\phi\| < H \), then
\[
\|X_t(t; t_0, \phi)\| < M
\]
for all \( t \geq t_0 \).

Definition 2.5. (See [14]). The solutions of 2.1 are uniformly bounded if the \( M \) in Definition 2.3 is independent of \( t_0 \).

Definition 2.6. (See [14]). The solutions of 2.1 are ultimately bounded for bound \( M \), if there exist an \( M > 0 \) and a \( T = T(t_0, \phi) > 0 \) such that for every solution \( X_t(t_0, \phi) \) of 2.1
\[
\|X_t(t; t_0, \phi)\| < M
\]
for all \( t \geq t_0 + T \).

Definition 2.7. (See [14]). The solutions of 2.1 are equi-ultimately bounded for bound \( M \), if there exist an \( M > 0 \) and if corresponding to any \( H > 0 \) and \( t_0 \in \mathbb{R} \) there exists a \( T = T(t_0, H) > 0 \) such that \( \|\phi\| < H \) implies that
\[
\|X_t(t; t_0, \phi)\| < M
\]
for all \( t \geq t_0 + T \).

Definition 2.8. (See [14]). The solutions of 2.1 are uniformly ultimately bounded for bound \( M \), if the \( T \) in Definition 2.7 is independent of \( t_0 \).

Definition 2.9. (See [5]). A continuous function \( W : \mathbb{R}^+ \to \mathbb{R}^+ \) with \( W(0) = 0 \), \( W(s) > 0 \) if \( s \neq 0 \), and \( W \) strictly increasing is a wedge. (We denote wedges by \( W \) or \( W_i \), where \( i \) is an integer).

Lemma 2.10. (See [24]). Suppose that \( F(t, \phi) \in C_0(\phi) \) and \( F(t, \phi) \) is periodic in \( t \) of period \( \omega, \omega > r \) and consequently for any \( \alpha > 0 \) there exists an \( L(\alpha) > 0 \) such that \( \phi \in C_\alpha \) implies \( |F(t, \phi)| \leq L(\alpha) \). Suppose that a continuous Lyapunov functional \( V(t, \phi) \) exists, defined on \( t \in \mathbb{R}^+, \phi \in S^* \), \( S^* \) is the set of \( \phi \in C \) such that with \( |\phi(0)| \geq H \) (\( H \) may be large) and that \( V(t, \phi) \) satisfies the following conditions:
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(i) \( a(|\phi(0)|) \leq V(t, \phi) \leq b(\|\phi\|) \), where \( a(r) \) and \( b(r) \) are continuous, increasing and positive for \( r \geq H \) and \( a(r) \to \infty \) as \( r \to \infty \);

(ii) \( \dot{V}_{2.1}(t, \phi) \leq -c(|\phi(0)|) \), where \( c(r) \) is continuous and positive for \( r \geq H \).

Suppose that there exists an \( H_1 > 0, H_1 > H \), such that

\[
(2.2) \quad hL(\gamma^*) < H_1 - H,
\]

where \( \gamma^* > 0 \) is a constant which is determined in the following way: By the condition on \( V(t, \phi) \) there exist \( \alpha > 0, \beta > 0 \) and \( \gamma > 0 \) such that \( b(H_1) \leq a(\alpha), b(\alpha) \leq a(\beta) \) and \( b(\beta) \leq a(\gamma) \). \( \gamma^* \) is defined by \( b(\gamma) \leq a(\gamma^*) \).

Under the above conditions, there exists a periodic solution of 2.1 of period \( \omega \). In particular, the relation 2.2 can always be satisfied if \( h \) is sufficiently small.

**Lemma 2.11.** (See [24]). Suppose that \( F(t, \phi) \) is defined and continuous on \( 0 \leq t \leq c, \phi \in C_H \) and that there exists a continuous Lyapunov functional \( V(t, \phi, \varphi) \) defined on \( 0 \leq t \leq c, \phi, \varphi \in C_H \) which satisfy the following conditions:

(i) \( V(t, \phi, \varphi) = 0 \) if \( \phi = \varphi \);

(ii) \( V(t, \phi, \varphi) > 0 \) if \( \phi \neq \varphi \);

(iii) for the associated system

\[
(2.3) \quad \dot{x}(t) = F(t, x_t), \quad \dot{y}(t) = F(t, y_t)
\]

we have \( V_{2.3}(t, \phi, \varphi) \leq 0 \), where for \( \|\phi\| = H \) or \( \|\varphi\| = H \), we understand that the condition \( V_{2.3}'(t, \phi, \varphi) \leq 0 \) is satisfied in the case \( V' \) can be defined.

Then, for given initial value \( \phi \in C_{H_1}, H_1 < H \), there exists a unique solution of 2.1.

**Lemma 2.12.** (See [24]). Suppose that a continuous Lyapunov functional \( V(t, \phi) \) exists, defined on \( t \in \mathbb{R}^+ \), \( \|\phi\| < H, 0 < H_1 < H \) which satisfies the following conditions:

(i) \( a(\|\phi\|) \leq V(t, \phi) \leq b(\|\phi\|) \), where \( a(r) \) and \( b(r) \) are continuous, increasing and positive,
(ii) $\dot{V}_{2.1}(t, \phi) \leq -c(\|\phi\|)$, where $c(r)$ is continuous and positive for $r \geq 0$, then the zero solution of 2.1 is uniformly asymptotically stable.

Lemma 2.13. (See [5]). Let $V : \mathbb{R}^+ \times C \to \mathbb{R}$ be continuous and locally Lipschitz in $\phi$. If

(i) $W_0(|X_t|) \leq V(t, X_t) \leq W_1(|X_t|) + W_2 \left( \int_{t-r(t)}^t W_3(X_t(s))ds \right)$ and

(ii) $\dot{V}_{2.1}(t, X_t) \leq -W_4(|X_t|) + N$, for some $N > 0$ where $W_i(i = 0, 1, 2, 3, 4)$ are wedges.

Then $X_t$ of 2.1 is uniformly bounded and uniformly ultimately bounded for bound $M$.

3. Stability Results

This section state and prove results on stability and uniform asymptotical stability of zero solution for the fourth order delay differential equation

\[
\begin{align*}
x^{(4)}(t) &= \phi(t, x(t), x'(t), x''(t), x'''(t)) + f(x(t - r(t)), x'(t - r(t)), x''(t - r(t))) \\
&\quad + g(x(t - r(t)), x'(t - r(t))) + h(x(t - r(t))) = 0,
\end{align*}
\]

(3.1)

where $\phi, f, g$ and $h$ are the functions defined in Section 1. As usual, equation 3.1 in its equivalent system of first order is

\[
\begin{align*}
x'(t) &= y(t), \quad y'(t) = z(t), \quad z'(t) = u(t), \\
u'(t) &= -\phi(t, x, y, z, u)u - f(x, y, z) - g(x, y) - h(x) + \int_{t-r(t)}^t [f_x(x(s), y(s), z(s))y(s)]ds \\
&\quad + \int_{t-r(t)}^t [f_y(x(s), y(s), z(s))z(s) + f_z(x(s), y(s))u(s) + g_x(x(s), y(s))y(s)]ds \\
&\quad + \int_{t-r(t)}^t [f_y(x(s), y(s), z(s))z(s) + h'(x(s))y(s)]ds.
\end{align*}
\]

(3.2)

Next, the continuously differentiable functional $V(X) = V(x_t, y_t, z_t, u_t)$ employed in this paper is defined as

\[
\begin{align*}
2V(X) &= 2\alpha_2 \int_0^s h(s)ds + 2 \int_0^s g(x, s)ds + a^2 x^2 + (b \alpha_2 - d \alpha_1 + b^2)y^2 \\
&\quad +(a + bx_1 - \alpha + c^2)z^2 + (1 + \alpha_1)u^2 + 2yh(x) + 2\alpha_2 z h(x) + 2(\alpha \alpha + c \alpha_1 + bc)yz \\
&\quad + 2(b + 2)yu + 2(1 + c)zu + 2abcx^2 + 2aczx + 2azu \\
&\quad + 2 \int_{t-r(t)}^t \int_{t-s(t)}^t (\mu_{1} y^2(\theta) + \mu_{2} z^2(\theta) + \mu_{3} u^2(\theta))d\theta ds,
\end{align*}
\]

(3.3)

where
\[
\alpha_1 := \epsilon + \frac{1}{a}, \quad \alpha_2 := \epsilon + \frac{d}{c},
\]

are positive constants, \(\epsilon\) and \(\mu_i\) \((i = 1, 2, 3)\) are constants that will be determined later. The following stability results are presented.

**Theorem 3.1.** In addition to the basic conditions on the non linear functions \(\phi, f, g\) and \(h\), suppose that \(a, b, c, d, \alpha_1, \alpha_2, \beta, \delta, \delta_0, \gamma\) and \(M_i\) \((i = 1, 2, \ldots, 6)\) are positive constants such that

(i) \(a \leq \phi(t, x, y, z, u)\) for all \(t \geq 0, x, y, z, u\);

(ii) \(b \leq \frac{f(x, y, z)}{x}\) for all \(x, y, z \neq 0, |f_x(\cdot)| \leq M_1, |f_y(\cdot)| \leq M_2, |f_z(\cdot)| \leq M_3\), for all \(x, y, z\);

(iii) \(c \leq \frac{g(x, y)}{x}\) for all \(x, y \neq 0, |g_x(x, y)| \leq M_4, |g_y(x, y)| \leq M_5\), for all \(x, y\);

(iv) \(h(0) = 0, \delta_0 \leq \frac{h(x)}{x} \) for all \(x \neq 0, h'(x) \leq d, |h'(x)| \leq M_6\), for all \(x\);

(v) \(c < ab, \delta \leq abc - c^2 - a^2d\); and

(vi) \(0 \leq r(t) \leq \gamma, r'(t) \leq \beta, 0 < \beta < 1\).

Then the zero solution of system 3.2 is asymptotically stable provided that

\[
\gamma < \min \left\{ \frac{\delta_0}{A_1}, \frac{b(a + c)(1 - \beta)}{A_2}, \frac{\delta(1 - \beta)}{A_3}, \frac{(a + c)(1 - \beta)}{A_4} \right\},
\]

where:

\[
A_1 := 2 \sum_{i=1}^{6} M_i ;
\]

\[
A_2 := (b + \alpha_2)(1 - \beta) \sum_{i=1}^{6} M_i + (M_1 + M_4 + M_6)(a + b + c + \frac{1}{ac}(c + ad + 2ae) + 2) ;
\]

\[
A_3 := 4ac \left[ (1 + c)(1 - \beta) \sum_{i=1}^{6} M_i + (M_2 + M_5)(a + b + c + \frac{1}{ac}(c + ad + 2ae) + 2) \right] ;
\]

\[
A_4 := 2 \left[ (1 + \alpha_1)(1 - \beta) \sum_{i=1}^{6} M_i + M_3(a + b + c + \frac{1}{ac}(c + ad + 2ae) + 2) \right] ;
\]

\[
\frac{\delta_0}{2ac\alpha_0} \leq \epsilon \leq \min \left\{ \frac{2ab}{c} \cdot \frac{2c}{a} \right\} ;
\]

and

\[
\alpha_0 := ab + bcd^{-1} > 0.
\]
Theorem 3.2. If assumptions (i), (ii), (v) and (vi) of Theorem 3.1 hold and in addition to assumptions (iii) and (iv) there exist positive constants $c_1$ and $d_1$ such that

\[(iii)' \quad c \leq \frac{g(x,y)}{y} \leq c_1 \text{ for all } x,y \neq 0; \text{ and} \]

\[(iv)' \quad \delta_0 \leq \frac{h(x)}{x} \leq d_1 \text{ for all } x \neq 0.\]

Then the zero solution of system 3.2 is uniformly asymptotically stable provided that the inequality 3.5a holds.

Remark 3.1. Proper scrutiny of equation 3.1, system 3.2, equations 3.3, 3.4, Theorems 3.1, 3.2, the existing relevant equations and results on fourth order functional differential equations, the following observations are recorded:

(i) If $\phi(t,x,x',x'',x''') = a$, $f(x(t-r(t)),x'(t-r(t)),x''(t-r(t))) = bx''$
and $g(x(t-r(t)),x'(t-r(t))) = cx'$ and $h(x(t-r(t))) = dx$, then equation 3.1 reduces to a linear fourth order differential equation

\[(3.7) \quad x^{(4)}(t) + ax'''(t) + bx''(t) + cx'(t) + dx(t) = 0\]

and conditions (i) to (vi) of Theorems 3.1 and 3.2 specialize to the well-known Routh-Hurwitz condition for asymptotic stability of the zero solution of equation 3.6, that is $a > 0$, $b > 0$, $ab - c > 0$, $c > 0$, $abc - c^2 - ad > 0$ and $d > 0$;

(ii) Whenever $\phi(t,x,x',x'',x''') = f(x''')$, $f(x(t-r(t)),x'(t-r(t)),x''(t-r(t))) = \alpha_2 x'' + \beta_2 x''(t-h)$, $g(x(t-r(t)),x'(t-r(t))) = g(x'(t-h))$
h(x(t-r(t))) = $\alpha_4 x + \beta_4 x(t-h)$, $r(t) = h$ where $\alpha_2, \beta_2, \alpha_4, \beta_4$ and h are constants, then equation 3.1 reduces to that discussed in [15].

Razumikhin-type approach was introduced to obtain stability result in [15], thus our hypotheses are dissimilar;

(iii) The case when $\phi(t,x,x',x'',x''') = \alpha_1$, $f(x(t-r(t)),x'(t-r(t)),x''(t-r(t))) = \alpha_3 x'$ or $\phi(x'(t-r(t))) = h(x(t-r(t))) = f(x(t-r))$ or $f(x)$ and $r(t) = r$, where $\alpha_1, \alpha_2, \alpha_3$ and $r$ are positive constants, then equation 3.1 is narrowed down to the case discussed [17]. Some of our hypotheses are similar to that of [17];

(iv) Whenever $\phi(t) = \varphi(x''')$, $f(t) = h(x')x''$, $g(x, x') = \phi(x'(t-r))$, $h(x(t-r(t))) = h(x(t-r))$ and $r(t) = r$ where $r > 0$ is a constant delay, then equation 3.1 is pined down to the case discussed in [21], hence the results of Theorem 3.2 include and extends the stability result obtained in [21].
Also, the stability results obtained in [1, 7, 10, 18] are special case of the results of this paper; and

The main tools (the Lyapunov functional) employed in [1, 7, 15, 17, 21] are incomplete functionals compare with equation 3.3, a suitable complete functional, which can replace those used in [1, 7, 15, 17, 21].

Next, two major lemmas that are crucial to the proves of our results, are as follow.

**Lemma 3.3.** In view of the assumptions of Theorem 3.2 there exist positive constants $D_1 = D_1(a, b, c, d, \delta, \delta_0)$ and $D_2 = D_2(a, b, c, d, c_1, d_1, \gamma, \mu_1, \mu_2, \mu_3)$ such that

\begin{equation}
D_1(x^2 + y^2 + z^2 + u^2) \leq V(X_t) \leq D_2(x^2 + y^2 + z^2 + u^2)
\end{equation}

for all $t \geq 0, x, y, z$ and $u$.

**Proof.** Let $(X_t) = (x_t, y_t, z_t, u_t)$ be any solution of equation 3.2. Clearly the function $V$ defined by 3.3 satisfies

\[ V(0) = 0, \]

where $(0) = (0, 0, 0, 0)$. Furthermore, equation 3.3 can be re-written in the form

\begin{equation}
2V(X_t) = 2\alpha_2 \int_0^t h(s)ds - \frac{1}{c} h^2(x) + 2 \int_0^t g(x, s)ds - cy^2 + (b\alpha_2 - d\alpha_1 - a\alpha_2)y^2
\end{equation}

\[ + (b\alpha_1 - \alpha_2 - c\alpha_2)z^2 + (\alpha_1 - \frac{1}{c})u^2 + \frac{1}{c}(a\alpha_2y + az + u)^2 + \frac{1}{c}(h(x) + cy + c\alpha_1z)^2
\]

\[ + (ax + by + cz + u)^2 + 2 \int_0^{\theta(t)} \int_{\theta(t)}^{r(t)} \int_{\theta(t)}^{s} (\mu_1y^2(\theta) + \mu_2z^2(\theta) + \mu_3u^2(\theta))d\theta ds.\]

(3.9)

Now, the first two terms of equation 3.8 is

\begin{equation}
2\alpha_2 \int_0^t h(s)ds - \frac{1}{c} h^2(x) \geq \frac{1}{c}(c\alpha_2 - d)\delta_0 x^2 = \epsilon \delta_0 x^2
\end{equation}

for all $x$. Also, assumption (iii) of Theorem 3.1 implies that

\begin{equation}
2 \int_0^t g(x, s)ds - cy^2 = 2 \int_0^t \left( \frac{g(x, s)}{s} - c \right) sds \geq 0
\end{equation}
for all $y$. Equation 3.4 and assumption (v) of Theorem 3.1 yields
\[ b - \alpha_2 - c\alpha_1 = \frac{1}{ac} \left( abc - c^2 - a^2d \right) - \epsilon(a + c) \geq \frac{\delta}{ac} - \epsilon(a + c). \]

Note that $abc > abc - c^2 > a^2d$ implies that $a < bcd$ and $c < ab$ so that
\[ b - \alpha_2 - c\alpha_1 \geq \frac{\delta}{ac} - \epsilon(bcd^{-1} + ab) = \frac{\delta}{ac} - \epsilon\alpha_0, \]

Equation 3.4, estimate 3.11 and the fact that $c\alpha_1 \epsilon > 0$ gives the coefficient of $y^2$ in equation 3.8 as
\[ bo_2 - d\alpha_1 - a\alpha_2^2 = \alpha_2(b - a\alpha_2 - c\alpha_1) + \alpha_1(c\alpha_2 - d) \]
\[ \geq \alpha_2 \left( \frac{\delta}{ac} - \epsilon\alpha_0 \right) + \alpha_1(c\alpha_2 - d) \]
\[ = \alpha_2 \left( \frac{\delta}{ac} - \epsilon\alpha_0 \right) + c\epsilon\alpha_1 \]
\[ \geq \alpha_2 \left( \frac{\delta}{ac} - \epsilon\alpha_0 \right). \]

Now, define $\epsilon = \frac{\delta}{2ac\alpha_0}$ so that
\[ bo_2 - d\alpha_1 - a\alpha_2^2 \geq \frac{\delta}{4a^2c\alpha_0}(\delta + 2\alpha\alpha_0). \]

The coefficient of $z^2$ in 3.8 becomes
\[ bo_1 - \alpha_2 - c\alpha_1^2 = \alpha_1(b - a\alpha_2 - c\alpha_1) + \alpha_2(a\alpha_2 - 1). \]

Using equation 3.4 and estimate 3.11, to obtain
\[ bo_1 - \alpha_2 - c\alpha_1^2 \geq \alpha_1 \left( \frac{\delta}{ac} - \epsilon\alpha_0 \right) = \frac{\delta}{4a^2c^2\alpha_0}(\delta + 2\alpha\alpha_0). \]

Further, the coefficient of $u^2$ is
\[ (\alpha_1 - \frac{1}{a}) = \epsilon = \frac{\delta}{2ac\alpha_0}. \]

Moreover, since $a > 0$ and $c > 0$ it follows that
\[ \frac{1}{a} a\alpha_2 y + az + u)^2 \geq 0, \frac{1}{c} (h(x) + cy + c\alpha_1 z)^2 \geq 0, (ax + by + cz + u)^2 \geq 0. \]
for all $x, y, z$ and $u$. Finally, since the double integrals in 3.8 is non-negative, estimates 3.9, 3.10, 3.12, 3.13, 3.14 and 3.15 give rise to the existence of a positive constant $\beta_1 = \beta_1(a, b, c, d, \delta, \delta_0)$ such that

$$V(X_t) \geq \beta_1(x^2 + y^2 + z^2 + u^2)$$

for all $t \geq 0, x, y, z, u$, where

$$\beta_1 := \frac{1}{2} \min \left\{ \frac{\delta \delta_0}{2a \alpha \alpha_0}, \frac{\delta(\delta + 2ad \alpha_0)}{4a^2 \alpha \alpha_0}, \frac{\delta(\delta + 2a \alpha \alpha_0)}{4a^2 \alpha \alpha_0}, \frac{\delta}{2a \alpha \alpha_0} \right\}.$$

Inequality 3.16 shows that the functional $V(X_t)$ defined by 3.3 is positive semi-definite. Moreover, inequality 3.16 gives the following

$$V(X_t) = 0 \text{ if and only if } x^2 + y^2 + z^2 + u^2 = 0,$$

and

$$V(X_t) > 0 \text{ if and only if } x^2 + y^2 + z^2 + u^2 \neq 0.$$

Estimates 3.17 and 3.18 results to

$$V(X_t) \rightarrow +\infty as x^2 + y^2 + z^2 + u^2 \rightarrow \infty.$$

Estimate 3.19 shows that the functional $V(X_t)$ is radially unbounded. Furthermore, the obvious inequality $2xy \leq x^2 + y^2$, assumptions (iii)', (vi)' of Theorem 3.2, and the fact that $r(t) \leq \gamma$ for all $t \geq 0$, equation 3.3 becomes

$$V(X_t) \leq \beta_2(x^2 + y^2 + z^2 + u^2)$$

for all $t \geq 0, x, y, z, u$, where

$$\beta_2 := \frac{1}{2} \max \left\{ a(a + b + c + 1) + (\alpha_1 + \alpha_2 + 1)d, \alpha_1(c + d) + \alpha_2(a + b + 1) + b(a + b + c + 1) + \gamma^2 \mu_1 + c_1 + d_1, \alpha_1(b + c + d_1) + \alpha_2(1 + a) + c(a + b + c + 1) + \gamma^2 \mu_2 + a + 1, \alpha_1 + \alpha_2 + a + b + c + \gamma^2 \mu_3 \right\}.$$

Inequality 3.20 unveils that the functional $V(X_t)$ of 3.3 is decrescent. Estimates 3.16 and 3.20 established estimate 3.7 with $\beta_1$ and $\beta_2$ equivalent to $D_1$ and $D_2$ respectively. This completes the prove of Lemma 3.3. \(\Box\)
Lemma 3.4. If the assumptions of Theorem 3.1 hold, then there exists a positive constant $D_3 = D_3(a, b, c, \alpha_1, \alpha_2, \beta, \gamma, M_i)$, $i = 1, 2, \cdots, 6$ such that along a solution of system 3.2

\begin{equation}
V'_{3.2}(X_t) \leq -D_3(x^2 + y^2 + z^2 + u^2)
\end{equation}

for all $t \geq 0, x, y, z$ and $u$.

**Proof.** Let $(X_t)$ be any solution of system 3.2, the first partial derivative of functional $V(X_t)$ with respect to the independent variable $t$ along a solution of system 3.2 is

\begin{align*}
V'_{3.2}(X_t) &= -a \frac{h(x)}{x} x^2 - \left[ (\alpha_2 + b) \frac{g(x,y)}{y} - (ab + h'(x)) \right] y^2 \\
&\quad - \left[ (1 + c) \frac{f(t)}{x} - (a\alpha_2 + (\alpha_1 + b)c) \right] x^2 - \left[ (1 + \alpha_1) \phi(\cdot) - (1 + c) \right] u^2 \\
&\quad - \left[ \frac{b h(x)}{x} + a \frac{g(x,y)}{y} - a^2 \right] x y - \left[ \frac{h(x)}{x} + a \frac{f(t)}{x} \right] z x \\
&\quad - \left[ \frac{h(x)}{x} + a \phi(\cdot) - ac \right] x u - \left[ \frac{g(x,y)}{y} + (b + \alpha_2) \frac{f(t)}{x} \right] z u \\
&\quad - (\alpha_1 h'(x)) + ac + ba_2 - d\alpha_1 + b^2 \right] y z \\
&\quad - \left[ (1 + \alpha_1) \frac{g(x,y)}{y} + (b + \alpha_2) \phi(\cdot) - (a(1 + \alpha_2) + (\alpha_1 + b)c) \right] y u \\
&\quad - \left[ (1 + \alpha_1) \frac{f(t)}{x} + (1 + c) \phi(\cdot) - (a + b(1 + \alpha_1) + c^2) \right] z u \\
&\quad - (1 - r'(t)) \int_{t-r(t)}^{t} \left[ \mu_1 y^2(s) + \mu_2 z^2(s) + \mu_3 u^2(s) \right] ds \\
&\quad + y \int_{t-r(t)}^{t} g_x(x, s) ds + r(t) \left[ \mu_1 y^2 + \mu_2 z^2 + \mu_3 u^2 \right] ds \\
&\quad + ax + (b + \alpha_2) y + (1 + c) z + (1 + \alpha_1) u \int_{t-r(t)}^{t} \left[ f_x(\cdot) y(s) + f_y(\cdot) z(s) + f_z(\cdot) u(s) \\
&\quad + g_x(x, y) y(s) + g_y(x, y) z(s) + h'(x(s)) y(s) \right] ds,
\end{align*}

(3.23)

where $\phi(\cdot) = \phi(t, x, y, z, u)$, $f(\cdot) = f(x, y, z)$, $f_x(\cdot) = f_x(x, y, z)$, $f_y(\cdot) = f_y(x, y, z)$ and $f_z(\cdot) = f_z(x, y, z)$. Rearranging equation 3.22, to get
$V_{3,2}(X_t) = \frac{1}{4} \sum_{i=1}^{7} W_i - (1 - r'(t)) \int_{t-r(t)}^{t} [\mu_1 y^2(s) + \mu_2 z^2(s) + \mu_3 u^2(s)] ds + W_8$

(3.24)

where

$W_1 :=\ a h(x) x^2 + \left[ (\alpha_2 + b) \frac{g(x,y)}{y} - (ab + h'(x)) \right] y^2$

$\quad + \left[ (1 + c) \frac{f(i)}{z} - (a \alpha_2 + (\alpha_1 + b)c) \right] z^2 + \left[ (1 + \alpha_1) \phi(\cdot) - (1 + c) \right] u^2;$

$W_2 :=\ a h(x) x^2 + 4 \left[ b \frac{h(x)}{x} + a \frac{g(x,y)}{y} - a^2 \right] xy + \left[ (\alpha_2 + b) \frac{g(x,y)}{y} - (ab + h'(x)) \right] y^2;$

$W_3 :=\ a h(x) x^2 + 4 \left[ c \frac{h(x)}{x} + a \frac{f(i)}{z} \right] ab \ xz + \left[ (1 + c) \frac{f(i)}{z} - (a \alpha_2 + (\alpha_1 + b)c) \right] z^2;$

$W_4 :=\ a h(x) x^2 + 4 \left[ \frac{h(x)}{x} + a \phi(\cdot) - ac \right] xu + \left[ (1 + \alpha_1) \phi(\cdot) - (1 + c) \right] u^2;$

$W_5 :=\ \left[ (\alpha_2 + b) \frac{g(x,y)}{y} - (ab + h'(x)) \right] y^2 + 4 \left[ c \frac{g(x,y)}{y} + (b + \alpha_2) \frac{f(i)}{z} \right] yz + \left[ (1 + c) \frac{f(i)}{z} - (a \alpha_2 + (\alpha_1 + b)c) \right] z^2;$

$W_6 :=\ \left[ (\alpha_2 + b) \frac{g(x,y)}{y} - (ab + h'(x)) \right] y^2 + 4 \left[ (1 + \alpha_1) \frac{g(x,y)}{y} + (b + \alpha_2) \phi(\cdot) \right] yz + \left[ (1 + \alpha_1) \phi(\cdot) - (1 + c) \right] u^2;$

$W_7 :=\ \left[ (1 + c) \frac{f(i)}{z} - (a \alpha_2 + (\alpha_1 + b)c) \right] z^2 + 4 \left[ (1 + \alpha_1) \frac{f(i)}{z} + (1 + c) \phi(\cdot) \right] zu + \left[ (1 + \alpha_1) \phi(\cdot) - (1 + c) \right] u^2;$

and

$W_8 :=\ a x + (b + \alpha_2) y + (1 + c) z + (1 + \alpha_1) u \int_{t-r(t)}^{t} f_z(\cdot)y(s) + f_y(\cdot)z(s) + f_x(\cdot)u(s) + g_x(x,y)y(s) + g_y(x,y)z(s) + h'(x(s))y(s) \ ds.$
The assumptions of Theorem 3.1 $\phi(\cdot) \geq a$ for all $t \geq 0, x, y, z, u, \frac{f(\cdot)}{z} \geq b$

for all $x, y, z \neq 0, \frac{g(x, y)}{y} \geq c$ for all $x, y \neq 0, \frac{h(x)}{x} \geq \delta_0$ for all $x \neq 0$ and $h'(x) \leq d$ for all $x$ so that

$$W_1 \geq a\delta_0 x^2 + (a\alpha_2(c-a)b-d)y^2 + (b-a\alpha_2-c\alpha_1)z^2 + (a(1+\alpha_1)-(1+c))u^2$$  \hspace{1cm} (3.25)

for all $x, y, z$ and $u$. Equation 3.4 and estimate 3.5b result to $\alpha_2 = \epsilon + \frac{d}{c}$ and $\epsilon = \frac{2ab}{c}$ respectively so that

$$\alpha_2(c-a)b - d = (a + c)b.$$  \hspace{1cm} (3.26)

Also, estimates 3.11 and 3.5b yield

$$b - a\alpha_2 - c\alpha_1 \geq \frac{\delta}{2ac}.$$  \hspace{1cm} (3.27)

Furthermore, since $\alpha_1 = \epsilon + \frac{1}{a}$ and $\epsilon = \frac{2c}{a}$ then

$$a(1+\alpha_1) - (1+c) = a + c.$$  \hspace{1cm} (3.28)

Using estimates 3.25, 3.26 and 3.27 in estimate 3.24 to get

$$W_1 \geq a\delta_0 x^2 + (a + c)by^2 + \frac{\delta}{2ac}z^2 + (a + c)u^2$$  \hspace{1cm} (3.29)

for all $x, y, z$ and $u$. Next, since $W_2 = W_2(x, y), W_3 = W_3(x, z), \cdots, W_7 = W_7(z, u)$ are quadratic functions of two variables, one can generally form a $2 \times 2$ symmetric Hessian matrix

$$A = \begin{bmatrix} a & b \\ b & c \end{bmatrix}$$

which is positive definite if and only if $a > 0$ and $ac > b^2$. Now for $a > 0$ in $W_i, (i = 2, 3, 4, 5, 6, 7)$ are the positive coefficients of $x^2, y^2, z^2$ and $u^2$ in estimate 3.28. The discriminant $b^2 < ac$ yields the following estimates
Employing the above inequalities in $W_i$, $(i = 2, 3, 4, 5, 6, 7)$ to get

\[
W_2 \geq \left[ \sqrt{a\frac{h(x)}{x}} - \sqrt{(a_2 + b)\frac{g(x, y)}{y} - (ab + h'(x))} \right] \geq 0 \text{ for all } x, y;
\]

\[
W_3 \geq \left[ \sqrt{a\frac{h(x)}{x}} - \sqrt{(1 + c)\frac{f(\cdot)}{z} - (a_2 + (a_1 + b)c)} \right] \geq 0 \text{ for all } z;
\]

\[
W_4 \geq \left[ \sqrt{a\frac{h(x)}{x}} - \sqrt{(1 + a_1)\phi(\cdot) - (1 + c)} \right] \geq 0 \text{ for all } u;
\]

\[
W_5 \geq \left[ \sqrt{(a_2 + b)\frac{g(x, y)}{y} - (ab + h'(x))} - \sqrt{(1 + c)\frac{f(\cdot)}{z} - (a_2 + (a_1 + b)c)} \right] \geq 0 \text{ for all } y, z;
\]

\[
W_6 \geq \left[ \sqrt{(a_2 + b)\frac{g(x, y)}{y} - (ab + h'(x))} - \sqrt{(1 + a_1)\phi(\cdot) - (1 + c)} \right] \geq 0 \text{ for all } u;
\]

\[
W_7 \geq \left[ \sqrt{(1 + c)\frac{f(\cdot)}{z} - (a_2 + (a_1 + b)c)} - \sqrt{(1 + a_1)\phi(\cdot) - (1 + c)} \right] \geq 0 \text{ for all } z, u.
\]
Next, applying the obvious inequality $2pq < p^2 + q^2$, the assumptions
\[|f_x(\cdot)| \leq M_1, \ |f_y(\cdot)| \leq M_2, \ |f_z(\cdot)| \leq M_3, \ |g_x(x, y)| \leq M_4, \ |g_y(x, y)| \leq M_5,\]
and \(|h'(x)| \leq M_6\) for all \(x, y, z\), it follows that
\[
W_8 \leq \frac{1}{2} r(t) \sum_{i=1}^{6} M_i \left[ ax^2 + (\alpha_2 + b) y^2 + (1 + c) z^2 + (1 + \alpha_1) u^2 \right] \\
+ \frac{1}{2} (a + b + c + \alpha_1 + \alpha_2 + 2) \int_{t-r(t)}^{t} \left[ (M_1 + M_4 + M_6) y^2(s) + (M_2 + M_5) z^2(s) + M_3 u^2(s) \right] ds.
\]
Combining estimates \(W_i \ (i = 1, 2, \cdots, 8)\), noting that \(r(t) \leq \gamma, \ r'(t) \leq \beta\)
for all \(t \geq 0\), and \(g_x(x, y) \leq 0\) for all \(x, y\), then equation 3.23 becomes

\[
V_{3,2}'(X_t) \leq -\frac{a}{4} \left[ \delta_0 - 2 \gamma \sum_{i=1}^{6} M_i \right] x^2 \\
- \frac{1}{4} \left[ (a + c) b - \left( 2(b + \alpha_2) \sum_{i=1}^{6} M_i + 4 \mu_1 \right) \gamma \right] y^2 \\
- \frac{1}{4} \frac{\delta}{\mu_1} - \left( 2(1 + c) \sum_{i=1}^{6} M_i + 4 \mu_2 \right) \gamma \right] z^2 \\
- \frac{1}{4} \left[ a + c - \left( 2(1 + \alpha_1) \sum_{i=1}^{6} M_i + 4 \mu_3 \right) \gamma \right] u^2 \\
- \left[ (1 - \beta) \mu_1 - \frac{1}{2} (M_1 + M_4 + M_6) (a + b + c + \alpha_1 + \alpha_2 + 2) \right] \int_{t-r(t)}^{t} y^2(s) ds \\
- \left[ (1 - \beta) \mu_2 - \frac{1}{2} (M_2 + M_5) (a + b + c + \alpha_1 + \alpha_2 + 2) \right] \int_{t-r(t)}^{t} z^2(s) ds \\
- \left[ (1 - \beta) \mu_3 - \frac{1}{2} M_3 (a + b + c + \alpha_1 + \alpha_2 + 2) \right] \int_{t-r(t)}^{t} u^2(s) ds.
\]

Choose
\[
\mu_1 = \frac{1}{2} (M_1 + M_4 + M_6) (a + b + c + \alpha_1 + \alpha_2 + 2) (1 - \beta)^{-1},
\]
\[
\mu_2 = \frac{1}{2} (M_2 + M_5) (a + b + c + \alpha_1 + \alpha_2 + 2) (1 - \beta)^{-1}
\]
and
\[
\mu_3 = \frac{1}{2} M_3 (a + b + c + \alpha_1 + \alpha_2 + 2) (1 - \beta)^{-1},
\]
the inequality 3.29 becomes

Choose
\[ V'_{3,2}(X_t) \leq -\frac{4}{3} \left[ \delta_0 - 2\gamma \sum_{i=1}^{6} M_i \right] x^2 - \frac{1}{4} \left[ (a+c) \right. \]
\[ \left. (a+c) \right] b \]
\[ - \left( 2(b+a_2) \sum_{i=1}^{6} M_i + 2(M_1 + M_4 + M_6)(a + b + c + \alpha_1 + \alpha_2 + 2)(1 - \beta)^{-1} \right) \gamma y^2 \]
\[ - \frac{1}{4} \left[ \frac{4}{\delta c} - \left( 2(1+c) \sum_{i=1}^{6} M_i + 2(M_2 + M_5)(a + b + c + \alpha_1 + \alpha_2 + 2)(1 - \beta)^{-1} \right) \gamma \right] z^2 \]
\[ - \frac{1}{4} \left[ a + c - \left( 2(1+\alpha_1) \sum_{i=1}^{6} M_i + 2M_3(a + b + c + \alpha_1 + \alpha_2 + 2)(1 - \beta)^{-1} \right) \gamma \right] u^2. \]

(3.31)

Inequality 3.30 invoke the existence of a positive constant 
\( \beta_3 = \beta_3(a, b, c, \alpha_1, \alpha_2, \delta, \delta_0, \beta, \gamma, M_i) \) \( (i = 1, 2, \ldots, 6) \) such that

\[ V'_{3,2}(X_t) \leq -\beta_3(x^2 + y^2 + z^2 + u^2) \]

for all \( t \geq 0, x, y, z \) and \( u \), provided that the inequality 3.5a hold. Estimate 3.31 satisfies inequality 3.21 with \( \beta_3 \) equivalent to \( D_3 \). This completes the prove Lemma 3.4. \( \square \)

**Proof.**  [Proof of Theorem 3.1] Let \( X_t = 0 \) be the zero solution of system 3.2. Clearly,

\[ V(0) = 0 \]

where \( 0 = (0, 0, 0, 0) \in \mathbb{R}^4 \). In addition, estimates 3.16 and 3.31 of Lemmas 3.3 and 3.4 imply that, the functional \( V(X_t) \) is positive definite and non-increasing respectively. Thus the trivial solution \( X_t = 0 \) is asymptotically stable. This completes the prove of Theorem 3.1. \( \square \)

**Proof.**  [Proof of Theorem 3.2] Let \( X_t = 0 \) be the zero solution of system 3.2. The inequalities 3.7 and 3.21 of Lemmas 3.3 and 3.4 respectively satisfy assumptions of Lemma 2.12, thus by Lemma 2.12 the zero solution, \( X_t = 0 \), of system 3.2 is uniformly asymptotically stable. This completes the proof of Theorem 3.2. \( \square \)

4. Boundedness, Existence and Uniqueness Theorems

This section presents uniform ultimate boundedness, existence and uniqueness of solutions for system 1.2. The following results abound.
Theorem 4.1. If in addition to the assumptions of Theorem 3.2,

\[ |P(\cdot)| \leq \varphi_1(t) + \varphi_2(t)(|x| + |y| + |z| + |u| + |x(t-r(t))| + |y(t-r(t))| + |z(t-r(t))|) \]  

where \( \varphi_1 \) and \( \varphi_2 \) are continuous functions of \( t \) satisfying

\[ \varphi_1(t) \leq \eta, \; 0 < \eta < \infty \]  

and there exists \( \epsilon_0 > 0 \) such that for all \( t \geq 0 \)

\[ 0 \leq \varphi_2 \leq \epsilon_0. \]  

Then the solutions \( (X_t) \) of system 1.2 are uniformly bounded and uniformly ultimately bounded, provided that the inequality 3.5a holds true.

Proof. Let \( (X_t) \) be any solution of the system 1.2. The continuous partial derivatives of the functional \( V(X_t) \), defined by equation 3.3 with respect to independent variable \( t \) along a solution of the system 1.2 is

\[ V_t'(X_t) = V_{3,2}'(X_t) + (ax + (b + \alpha_2)y + (1 + c)z + (1 + \alpha_1)u)P(\cdot), \]  

where \( V_{3,2}'(X_t) \) is defined by 3.22. The inequality 3.31 and the fact that \( x < |x| \) for all real \( x \), then equation 4.4 gives rise to the existence of a positive constant \( \beta_4 = \beta_4(a, b, c, \alpha_1, \alpha_2) \) such that

\[ V_t'(X_t) \leq -\beta_3(x^2 + y^2 + z^2 + u^2) + \beta_4(|x| + |y| + |z| + |u|)|P(\cdot)|, \]

where \( \beta_4 := \max\{a, b + \alpha, 1 + c, 1 + \alpha_1\} \). Using inequalities 4.1, 4.2, 4.3 in estimate 4.5 and choose \( \epsilon_0 < 8^{-1}\beta_3\beta_4^{-1} \) there exist positive constants \( \beta_5 = \beta_5(\beta_3, \beta_4, \epsilon_0) \) and \( \beta_6 = \beta_6(\beta_4, \eta) \) such that

\[ V_t'(X_t) \leq -\beta_5(x^2 + y^2 + z^2 + u^2) + \beta_6(|x| + |y| + |z| + |u|) \]

for all \( t \geq 0, x, y, z, u \) where \( \beta_5 := \beta_3 - \beta_4\epsilon_0 \) and \( \beta_6 := \eta\beta_4 \). Estimate 4.6 can be recast in the form

\[ V_t'(X_t) \leq -\beta_7(x^2 + y^2 + z^2 + u^2) \]

for all \( t \geq 0, x, y, z, u \) provided that

\[(x^2 + y^2 + z^2 + u^2)^{1/2} \geq \beta_8 \]
where \( \beta_7 := \frac{1}{2} \beta_5 \) and \( \beta_8 := 2^{3/2} \beta_5^{-1} \beta_6 \). Inequalities 3.16, 3.20, estimates 3.19 and 4.7, the assumptions of Lemma 2.13 are satisfied, hence by Lemma 2.13 all solutions of system 1.2 are uniformly bounded and uniformly ultimately bounded. This completes the prove of Theorem 4.1. \( \square \)

**Theorem 4.2.** If assumptions of Theorem 3.2 hold, then there exists a unique \( \omega \)--periodic solution for system 1.2.

**Proof.** Let \((X_t)\) be any solution of system 1.2. In view of the inequalities 3.16, 3.20, estimates 3.17, 3.18, 3.19 and inequality 4.7, assumptions of Lemmas 2.10 and 2.11 hold, thus by Lemmas 2.10 and 2.11 there exists a unique \( \omega \)--periodic solution for system 1.2. This completes the prove of Theorem 4.2. \( \square \)

Next, if the forcing term in equation 1.1 and system 1.2 is replaced by \( P(t) \) with \( P \in \mathbb{R}^+ \), then equation 1.1 and system 1.2 specialize to

\[
x^{(4)}(t) + \phi(t, x, x', x'', x''')x'''' + f(\cdot) + g(x(t-r(t)), x'(t-r(t))) + h(x(t-r(t))) = P(t)
\]

(4.8)

and

\[
x'(t) = y(t), \quad y'(t) = z(t), \quad z'(t) = u(t), \quad u'(t) = P(t) - \phi(t, x, y, z, u)u - f(\cdot) - g(x, y)
\]

(4.9)

\[
- h(x) + \int_{t-r(t)}^{t} \left[ f_x(\cdot)y(s) + f_y(\cdot)z(s) + f_z(\cdot)u(s) + g_x(\cdot)y(s) + g_y(\cdot)z(s) + g_z(\cdot)u(s) + h_x(\cdot)(x(s))y(s) \right] ds
\]

where the functions \( \phi, f, g, h \) are defined in Section 1. The following results are presented.

**Corollary 4.3.** Suppose that assumptions of Theorem 3.2 hold true, in addition, if the function \( P \) in 4.9 is bounded by a finite constant. Then the solution \((X_t)\) of 4.9 is uniformly bounded and uniformly ultimately bounded.

**Proof.** The prove of this corollary is similar to the prove of Theorem 4.1, hence it is omitted. This completes the prove of Corollary 4.3. \( \square \)

**Corollary 4.4.** If the assumptions of Corollary 4.3 hold, then there exists a unique \( \omega \)--periodic solution for system 4.9.
Proof. The prove of Corollary 4.4 is similar to the prove of Theorem 4.2, hence it is omitted. This completes the prove of Corollary 4.4. □

5. Examples and Discussions

In this section two examples will be presented to illustrate the authenticity of the obtained theoretical results of Sections 3 and 4.

Example 5.1. Consider the following fourth order nonlinear functional differential equation

\begin{equation}
\begin{aligned}
x^{(4)} &= [2 + t + (x + x')^2 + (x'' + x'''')^2]x'''
&+ 6 + \frac{1}{2 + |x(t - r(t))| + \sqrt{|t - r(t)|} + |x''(t - r(t))|} x''(t - r(t))
&+ 1 + \frac{1}{1 + |x'(t - r(t))|} (x(t - r(t)) = 0,
\end{aligned}
\end{equation}

Equation 5.1 in its equivalent system of first order differential equations

\begin{align}
x' &= y, y' = z, z' = u, \\
u' &= -[2 + t + (x + y)^2 + (z + u)^2]u - \left[6 + \frac{1}{2 + |x| + |y| + |z|}\right] z - \left[1 + \frac{1}{1 + |xy| + y^2}\right] y \\
-\int_{t-r(t)}^{t} x - \int_{t-r(t)}^{t} \frac{z(s)}{2 + |x(s)| + |y(s)| + |z(s)|} g(s) ds
&- \int_{t-r(t)}^{t} \frac{z(s)}{2 + |x(s)| + |y(s)| + |z(s)|} z(s) ds - \int_{t-r(t)}^{t} \frac{y^2(s)}{(1 + |x(s)| + y^2(s))^2} y(s) ds
&+ \int_{t-r(t)}^{t} 6 + \frac{1}{2 + |x(s)| + |y(s)|} - \frac{z(s)}{2 + |x(s)| + |y(s)|} u(s) ds
&+ \int_{t-r(t)}^{t} 1 + \frac{1}{1 + |x(s)| + y^2(s)} - \frac{y(s)(x(s) + y(s))}{1 + |x(s)| + y^2(s)} z(s) ds
&+ \int_{t-r(t)}^{t} 1 + \frac{1}{1 + x^2(s)} - \frac{2x^2(s)}{(1 + x^2(s))^2} y(s) ds.
\end{align}
Next, comparing systems 3.2 and 5.2, the following equivalence are noticed:

(i) The function

\[ \phi(t, x, y, z, u) \equiv 2 + t + (x + y)^2 + (z + u)^2. \]

Now since

\[ \phi(0) = 2 = \phi(0, x = -y, z = -u) \]

where \( 0 = (0, 0, 0, 0, 0) \) and the iterative limits of the function \( \phi \) with respect to \( t, x, y, z \) and \( u \) is

\[
\lim_{t \to \infty} \left( \lim_{x \to \infty} \left( \lim_{y \to \infty} \left( \lim_{z \to \infty} \phi(t, x, y, z, u) \right) \right) \right) = \infty.
\]

It follows that the function \( \phi \) is bounded below by 2 and is unbounded above, this is

\[ 2 = a \leq \phi(t, x, y, z, u) < \infty \]

for all \( t \geq 0, x, y, z \) and \( u \).

(ii) The function

\[ f(x, y, z) \equiv 6z + \frac{z}{2 + |x| + |y| + |z|}. \]

Define

\[ F(x, y, z) = \frac{1}{2 + |x| + |y| + |z|}, \]

since \( 2 + |x| + |y| + |z| \geq 2 \) for all \( x, y, z \), and \( F(0, 0, 0) = \frac{1}{2} \), it follows that \( F \) is a decreasing function for all \( x, y, z \) and its iterative limits with respect to variables \( x, y \) and \( z \) is
$$\lim_{x \to \infty} \left( \lim_{y \to \infty} \left( \lim_{z \to \infty} F(x,y,z) \right) \right)$$

$$= \lim_{y \to \infty} \left( \lim_{z \to \infty} \left( \lim_{x \to \infty} F(x,y,z) \right) \right)$$

$$= \lim_{z \to \infty} \left( \lim_{x \to \infty} \left( \lim_{y \to \infty} F(x,y,z) \right) \right)$$

$$= 0$$

it follows that

$$0 \leq F(x,y,z) \leq \frac{1}{2}$$

for all $x,y,z$.

$$6 = b \leq \frac{f(x,y,z)}{z}$$

for all $x,y,z$. Moreover, the first partial derivative of the function $f$ with respect to variable $x > 0$ is

$$f_x(x,y,z) = -\frac{z}{(2 + |x| + |y| + |z|)^2}.$$ 

Since the iterative limits of $f_x(x,y,z)$ is

$$\lim_{x \to \infty} \left( \lim_{y \to \infty} \left( \lim_{z \to \infty} |f_x(x,y,z)| \right) \right)$$

$$= \lim_{y \to \infty} \left( \lim_{z \to \infty} \left( \lim_{x \to \infty} |f_x(x,y,z)| \right) \right)$$

$$= \lim_{z \to \infty} \left( \lim_{x \to \infty} \left( \lim_{y \to \infty} |f_x(x,y,z)| \right) \right)$$

$$= 0$$

and

$$\frac{|z|}{(2 + |x| + |y| + |z|)^2} \leq 1$$

for all $x,y,z$ it follows that

$$|f_x(x,y,z)| \leq M_1 = 1$$

for all $x,y$ and $z$. Furthermore, the first partial derivative of $f$ with respect to variable $y > 0$ is

$$f_y(x,y,z) = -\frac{z}{(2 + |x| + |y| + |z|)^2},$$
since the iterative limits of $|f_y(x, y, z)|$ is

$$
\lim_{x \to \infty} \left( \lim_{y \to \infty} \left( \lim_{z \to \infty} |f_y(x, y, z)| \right) \right)
$$

$$
= \lim_{y \to \infty} \left( \lim_{z \to \infty} \left( \lim_{x \to \infty} |f_y(x, y, z)| \right) \right)
$$

$$
= \lim_{z \to \infty} \left( \lim_{x \to \infty} \left( \lim_{y \to \infty} |f_y(x, y, z)| \right) \right)
$$

$$
= 0
$$

and

$$
\frac{|z|}{(2 + |x| + |y| + |z|)^2} \leq 1
$$

for all $x, y, z$ it follows that

$$
|f_y(x, y, z)| \leq M_2 = 1
$$

for all $x, y$ and $z$. What is more, the first partial derivative of $f$ with respect to variable $z > 0$ is

$$
f_z(x, y, z) = 6 + \frac{1}{2 + |x| + |y| + |z|} - \frac{z}{(2 + |x| + |y| + |z|)^2}.
$$

It is that $f_z(0, 0, 0) = 6.5$ The iterative limits of $f_z$ with respect to variables $x, y$ and $z$ is

$$
\lim_{x \to \infty} \left( \lim_{y \to \infty} \left( \lim_{z \to \infty} |f_z(x, y, z)| \right) \right)
$$

$$
= \lim_{y \to \infty} \left( \lim_{z \to \infty} \left( \lim_{x \to \infty} |f_z(x, y, z)| \right) \right)
$$

$$
= \lim_{z \to \infty} \left( \lim_{x \to \infty} \left( \lim_{y \to \infty} |f_z(x, y, z)| \right) \right)
$$

$$
= 6
$$

it follows that

$$
f_z(x, y, z) \leq M_3 = 6.5
$$

for all $x, y, z$.

(iii) The function

$$
g(x, y) \equiv y + \frac{y}{1 + |xy| + y^2}.
$$
Let
\[ G(x, y) := \frac{1}{1 + |xy| + y^2}, \]
since \(1 + |xy| + y^2 \geq 1\) for all \(x, y\), \(G(0, 0) = 1\) and the iterative limits of \(G(x, y)\) is
\[ \lim_{x \to \infty} \left( \lim_{y \to \infty} G(x, y) \right) = \lim_{y \to \infty} \left( \lim_{x \to \infty} G(x, y) \right) = 0 \]
it follows that \(G(x, y)\) is a decreasing function and that
\[ 0 \leq G(x, y) \leq 1 \]
for all \(x\) and \(y\). Thus
\[ 1 = c \leq \frac{g(x, y)}{y} \leq c_1 = 2 \]
for all \(x\) and \(y \neq 0\). In addition, the first partial derivative of \(g\) with respect to \(x > 0\) is
\[ g_x(x, y) = -\frac{y^2}{(1 + |xy| + y^2)^2} \leq 0 \]
for all \(x\) and \(y\). Furthermore, since
\[ \frac{y^2}{(1 + |xy| + y^2)^2} < 1 \]
for all \(x, y, \)
\[ \lim_{x \to \infty} \left( \lim_{y \to \infty} |g_x(x, y)| \right) = \lim_{y \to \infty} \left( \lim_{x \to \infty} |g_x(x, y)| \right) = 0 \]
and also Figure 5.1 implies that
Figure 5.1: The behaviour of $|g_x(x, y)|$ for all $(x, y) \in [-4, 4]$

$$|g_x(x, y)| \leq M_4 = 1$$

for all $x$ and $y$. Moreover,

$$|g_y(x, y)| \leq 1 + \frac{1}{1 + |xy| + y^2} + \frac{|y|(|x| + 2|y|)}{(1 + |xy| + y^2)^2} \leq M_5 = 2$$

for all $x, y$ see Figure 5.2.
(iv) The function

\[ h(x) \equiv x + \frac{x}{1 + x^2}, \]

Define

\[ H(x) = \frac{1}{1 + x^2}, \]

since \( H(0) = 1 \) and \( \lim_{x \to \infty} H(x) = 0 \), to conclude that

\[ 0 \leq H(x) \leq 1 \]

for all \( x \). These inequalities, imply that

\[ 1 = \delta_0 \leq \frac{h(x)}{x} \leq d_1 = 2 \]

for all \( x \neq 0 \). The derivative of \( h \) with respect to \( x \) is

\[ h'(x) = 1 + \frac{1}{1 + x^2} - \frac{2x^2}{(1 + x^2)^2} \leq 1 + \frac{1}{1 + x^2} \leq d = 2 \]

and

\[ |h'(x)| \leq M_6 = 2, \]

for all \( x \), see Figure 5.3
Figure 5.3: The behaviour of $|h'(x)|$ for all $x \in [-10, 10]$.

(v) The inequalities in items (v) of Theorem 3.1 are

$$ab - c = 11 > 0 \text{ and } abc - c^2 - a^2d = 3 \geq \delta,$$

here $\delta = 2.999$ is chosen. The following constants are also calculated: $\alpha_0 = 15$, the constant $\epsilon$ is such that

$$0.017 \leq \epsilon \leq 24 = \max\{1, 24\}$$

and $\epsilon = 0.0171$ is chosen. Also, $\alpha_1 = 0.5171$, $\alpha_2 = 2.0171$, $A_1 = 27$, $A_2 = 224.46$, $A_3 = 240$, $A_4 = 216.9$; and

(vi) The constant $\gamma$ is such that

$$\gamma < 0.013 = \min\{0.037, 0.027, 0.013, 0.014\}.$$

Items (i) to (vi) above fulfill the assumptions of Theorems 3.1 and 3.2, hence by Theorems 3.1 and 3.2 the zero solution of equation 3.2 is not only asymptotically stable, but also uniformly asymptotically stable.
Example 5.2. Consider the following fourth order nonlinear functional differential equation

\[
\begin{align*}
    x^{(4)} + & [2 + t + (x + x')^2 + (x'' + x'''^2)]x'''
otag \\
    + & \left[ 6 + \frac{1}{2 + |x'(t-r(t))| + |x''(t-r(t))|} \right] x''(t-r(t))
    + \left[ 1 + \frac{1}{1+|x(t-r(t))|} \right] x'(t-r(t))
    + \left[ 1 + \frac{1}{1+|x'(t-r(t))|} \right] x(t-r(t))
\end{align*}
\] (5.3)

where
\[
P(\cdot) := \frac{1}{1+2t} + \frac{1}{1+2t} \left[ 10 + t^2 \right] \left( |xy| + |zu| + |x(t-r(t))y(t-r(t))| + z^2(t-r(t)) \right)
\]

Equation 5.3 in its equivalent system of first order differential equations

\[
\begin{align*}
x' &= y, \\
u' &= \frac{1}{1+2t} + \frac{1}{1+2t} \left[ 10 + t^2 \right] \left( |xy| + |zu| + |x(t-r(t))y(t-r(t))| + z^2(t-r(t)) \right) \\
&\quad - [2 + t + (x + y)^2 + (z + u)^2]u - \left[ 6 + \frac{1}{1+|x'(t-r(t))|} \right] z \\
&\quad - \left[ 1 + \frac{1}{1+|x'(t-r(t))|} \right] y - \left[ 1 + \frac{1}{1+|x'(t-r(t))|} \right] x - \int_{t-r(t)}^{t} \frac{z(s)}{(2 + |x(s)| + |y(s)| + |z(s)|)^2} y(s)ds \\
&\quad - \int_{t-r(t)}^{t} \frac{z(s)}{(2 + |x(s)| + |y(s)| + |z(s)|)^2} y(s)ds - \int_{t-r(t)}^{t} \left[ \frac{y^2(s)}{(1+|x(s)|y(s)+y^2(s))^2} \right] y(s)ds \\
&\quad + \int_{t-r(t)}^{t} \frac{1}{1+|x'(t-r(t))|} \left[ \frac{z(s)}{(2 + |x(s)| + |y(s)|)^2} \right] u(s)ds \\
&\quad + \int_{t-r(t)}^{t} \frac{1}{1+|x'(t-r(t))|} \left[ \frac{y(s)(x(s)+y(s))}{(1+|x(s)|y(s)+y^2(s))^2} \right] z(s)ds \\
&\quad + \int_{t-r(t)}^{t} \frac{1}{1+|x'(t-r(t))|} \left[ \frac{2x^2(s)}{(1+|x'(t-r(t))|)^2} \right] y(s)ds.
\end{align*}
\] (5.4)

Next, comparing systems 1.2 and 5.4, to find that items (i) to (vi) of Example 5.1 hold. In addition

(vii) the function
\[
P(\cdot) \equiv \frac{1}{1+2t} + \frac{1}{1+2t} \left( 10 + t^2 \right) \left( |xy| + |zu| + |x(t-r(t))y(t-r(t))| + z^2(t-r(t)) \right).
\]
where

$$\varphi_1(t) = \frac{1}{1 + 2t}$$

and

$$\varphi_2(t) = \frac{1}{10 + t^2}.$$ 

Since \(\varphi_1(0) = 1\), \(1 + 2t > 0\) for all \(t \geq 0\), then the function \(\varphi_1(t)\) is decreasing and \(\lim_{t \to \infty} \varphi_1(t) = 0\) to conclude that

$$\varphi_1(t) \leq \eta = 1 < \infty$$

for all \(t \geq 0\). Similarly,

$$0 \leq \varphi_2(t) \leq \epsilon_0 = \frac{1}{10}$$

for all \(t \geq 0\).

Items (i) to (vii) of Examples 5.1 and 5.2 fulfilled assumptions of Theorems 4.1 and 4.2, hence by Theorems 4.1 and 4.2 solutions \((X_t)\) of 5.4 are uniformly bounded, uniformly ultimately bounded and there exists a unique periodic solution of period \(\omega\).
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