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1. Introduction

Although statistical methods for the meta-analysis of clinical trials are cur-
rently well developed and understood, there are still challenges when per-
forming meta-analysis of data from studies on the accuracy of the diagnostic
test. This is mainly due to the bivariate nature of the response, where infor-
mation about sensitivity and specificity should be summarized [1, 2]. This
correlation can be induced by populations or heterogeneous environments
in the different trials, but it primarily stems from the balance between
sensitivity and specificity when the threshold for the definition of the test
positivity varies. The bivariate model [1] is a random-effects model that
focuses on the estimation of meta-analytic sensitivities and specificities and
has the advantages of accessing individual data and allowing unexplained
heterogeneity, as well as allowing for the correlation between sensitivity
and specificity [3]. In addition, it can be generalized for modeling covari-
ates and deal with extreme values of 100% for sensitivity and specificity
without applying artificial continuity corrections, using standard software,
such as SAS [4] and R [5], which can be used for the analysis. Considering
the conclusion of the study conducted by Brasil et al. [6], which reported
that tests are probably biased and overestimated, we propose the use of the
bivariate model to improve assessment of the diagnosis.

2. Methods

In this section, hierarchical model for the bivariate approach (bivariate hi-
erarchical model) is presented. We describe how the model is estimated and
analyze the estimation of the correlation between studies in an analytical
manner. To ensure a real-world context, this section includes a motivating
example of medical literature where the bivariate approach is potentially
important.

3. Illustrative example

We used data from a previous systematic review [7]. The previous sys-
tematic review included information from 1980 to 2009, and the update
period included data from 2009 to May 2014. For our cases, we selected
35 studies involving 6,057 patients. Two tests were used to measure the
feature of interest, the first of which was enzyme-linked immunosorbent
assay, while the second one was the index test, which was based on the



Bivariate hierarchical model for the Meta-analysis of diagnostic... 1367
molecular-based technology called polymerase chain reaction (PCR). For
our purposes, we selected the studies subjected to the PCR test, because
it makes it possible to constitute groups of interest according to the test
methodology, as suggested by Schijman et al. [8]. These methodologies
include: deoxyribonucleic acid (DNA) (M1) extraction [extraction from
blood in ethylenediamine tetraacetic acid (EDTA)-guanidine with phenol-
chloroform and amplification of sat-DNA using quantitative PCR], DNA
(M4) extraction (extraction from blood in EDTA guanidine with phenol-
chloroform and amplification of k-DNA [121-122 primers] with hot-start
PCR), and the Coris Oligo-C test, without any of the improvements pro-
posed by Schijman.

4. Evaluation of the accuracy of diagnostic test studies

There are two groups of patients in a typical study of diagnostic test anal-
ysisthose who actually have a certain condition or disease, and those who
are truly free of the disease. We assume that the presence or absence of
the disease has been determined through a completely accurate standard
procedure, and therefore we assume that the true state of each patient is
known.

Our interest is focused on a so-called index test that is expected to be a
reliable guide as to whether the patient has the disease or not [24] (Figure
1).
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Figure 1: Test threshold and impact on diagnostic accuracy

The test can be based on a biomarker, a questionnaire, an imaging
modality, or a more complex diagnostic procedure. However, the index test
is not completely reliable. Therefore, we will express a proportion of pa-
tients who have a positive index test result as T+. Similarly, a proportion
of patients who show negative index test results shall be expressed as T-.
A generic representation of the resulting data is shown in Table 1, where
n1 denotes patients with the condition of interest and n2 refers to healthy
individuals. True positives, false positives, false negatives, and true nega-
tives and denoted by the values of TP, FP, FN, and TN respectively (Table
1).
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Table 1: Generic representation of the precision analysis of a
diagnostic test

Sensitivity and specificity are two common measures to evaluate the
performance of a diagnostic test, and we will therefore define these two
measures. Sensitivity is defined as the probability that a patient will have
a positive test result if he/she actually has the disease. It is estimated by

cSe = TP

n1
(4.1)

The estimated sensitivity is also called the TP rate. The corresponding
FN rate is expressed as 1−cSe = FN

n1
Specificity is defined as the probability

that a patient will have a negative test result if he/she does not actually
have the disease. This measure is estimated by the TN rate, expressed as

cSp = TN

n2
(4.2)

The corresponding FP rate (FPR) is expressed as 1− cSp = FP
n2
Ideally,

both the sensitivity and the specificity of a diagnostic test should be close
to one. The results of a diagnostic test study are usually reported as a
pair (sensitivity, specificity). However, some attempts have been made to
condense the result into a single number. The most common approach is
the use of the diagnostic odds ratio (DOR) [9]. DOR can be defined as

pc
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DOR =
TP/FN

FP/TN
=

TPxTN

FPxFN
=

cSexcSp
(1− cSe)x(1− cSp)(4.3)

DOR can also be defined in terms of the likelihood ratios. The positive
and negative likelihood ratio is defined as

LR+ =
cSe

1− cSp ;LR− = 1− cSecSp , respectively.

Therefore, an alternative definition of DOR using likelihood ratios is
expressed as

DOR =
LR+

LR−(4.4)

5. Bivariate general normal model for the meta-analysis of
random effects

The bivariate approach [1] directly models sensitivity and specificity. The
model can be considered to have two levels corresponding to the variation
within and between the studies. At the first level, it is assumed that the
variability within the study for both measures follows a binomial distribu-
tion. We will define the modeling as

yAi ∼ Binomial(nAi , πAi), yBi ∼ Binomial(nBi , πBi)(5.1)

In this equation, if A is the sensitivity; the number of positive tests
of each study, yAi , is distributed according to a binomial, that is, yAi ∼
B(nAi , πAi), where nAi refers to the number of individuals with the condi-
tion of interest and πAi is the probability of a positive test result in the study
group i. Similarly, if specificity is denoted as B, the number of negative
tests in each study is distributed according to a binomial yBi ∼ B(nBi , πBi),
where nBi denotes the total number of healthy individuals evaluated and
πBi indicates the probability of a negative result of the test in the study
group i. The sensitivity and specificity pair for each study should be mod-
eled jointly at level one (within the study) of the analysis, because they
are linked by shared study characteristics, including the positivity thresh-
old. In the upper level, it is assumed that the logit transformations of the
sensitivities have a normal distribution, with mean µA and variance σ2A,
while the logit transformations of the specificities are distributed according
to a normal with mean µB and variance σ

2
B. Its correlation is included by
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modeling both normal distributions using a normal bivariate distribution
as

Ã
µAi
µBi

!
∼ N

ÃÃ
µA
µB

!
,Σ

!
,Σ =

Ã
σ2A σAB
σAB σ2B

!
(5.2)

In these equations, σ2A and σ2B describe the variability between studies
of the true value of the logit transformations of sensitivity and specificity,
and σAB is the covariance between the sensitivity and specificity logit. The
model can also be parameterized using the correlation ρAB=σAB/(σA σB)
which may be more interpretable than covariance. Therefore, the bivariate
model has five parameters: µA, µB , σ

2
A, σ

2
B and σAB (o ρAB). The model

can extend by incorporating the precision used to measure the sensitivity
and specificity in each study. Therefore, the corresponding variances of
the logit transformations for sensitivity and specificity in each study are
expressed as

S2Ai
= 1

nAiAi(1−Ai)andS
2
Bi
= 1

nBiBi(1−Ai)
, respectively.

If we treat the observed variance of logit sensitivity and specificity as
fixed quantities, a standard approach can be written as follows:

Ã
µ̂Ai

µ̂Bi

!
∼ N

ÃÃ
µAi

µBi

!
, Ci

!
, Ci = (

S2Ai 0

0 S2Bi

(5.3)

The final model can be expressed using the following equation, where
Ci is a diagonal matrix:

Ã
µ̂Ai

µ̂Bi

!
∼ N

ÃÃ
µAi

µBi

!
,Σ+ Ci

!
(5.4)

This model can be adjusted by means of the methods based on the
likelihood, in particular with SAS NLEMIXED procedure, because it allows
the user to adjust the variance within the assay to specific values according
to the study, [10].
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6. Data synthesis and analysis

We performed a descriptive or exploratory analysis using the Meta-Analysis
of Diagnostic Accuracy package from R [5], and obtained graphs such as
crosshair and receiver operating characteristic (ROC) ellipses to summarize
the confidence intervals of the studies according to sensitivity (Se) and FP.
We estimated the summary measures of Se, Sp, LR+, LR-, and DOR for
the included studies. It should be noted that these measures are estimated
using a univariate approach, because there is no joint modeling to capture
the relationship between sensitivity and specificity. The summary measures
can be calculated using a fixed-effect (Mantel-Haenszel) [11] or random
(DerSimonian-Laird) [12] model, depending on the value of I2 [13].

To establish whether there was inconsistency and heterogeneity in the
meta-analysis, we summarized the performance characteristics using the
Higgins I2 index [15] and we evaluated the heterogeneity by visually in-
specting a forest plot, biplot [17] and the Cochran Q test (p > 0.1). The
DOR summary measures were estimated using the random effect model
(DerSimonian-Laird) [12] following the recommendations [14]. Because I2

was equal to zero and the Q test was > 0.5, the variability of the studies
between different studies was not confirmed even though the crosshair and
ROC ellipses plots showed a true heterogeneity with greater intensity of
sensitivity. Therefore, an investigation of the heterogeneity was necessary
and bivariate adjustment was used to estimate a summary measure of the
studies in terms of sensitivity and specificity.

The separate sensitivity and specificity study can lead to biased results
because different thresholds were used in different studies. Therefore, we
used the bivariate hierarchical [1] study to estimate diagnostic accuracy
parameters and to generate a summary-receiver operating characteristic
(SROC) curve [16].

7. Results

The Se of each study varied between 0.01 and 1, while the Sp ranged from
0.49 to 1 (Figure 2). A considerable degree of heterogeneity was seen in
the sensitivities in regard to the specificities. Figure 3 shows the studies re-
sponsible for the high levels of heterogeneity, how the cutoff points vary and
how correlations are shown between the sensitivity and the false-positive
rate. On the other hand, the value of the Q statistic was 28,978 with 34
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degrees of freedom and a p-value of 0.712, implying that there is no statisti-
cal heterogeneity in the analyzed data, and the value of index I2 was zero.
The aforementioned results express a contradiction, because the graphic
evidence shows the opposite. From the above, it is clear that we need to
adjust the data to a statistical model that captures true heterogeneity. It
is important to note that different cutoff points were used in different stud-
ies, which generates heterogeneity and different levels of sensitivity [18].
Therefore, heterogeneity should be modeled with the bivariate approach.

Figure 2: Forest Plot of Sensitivity and Specificity, Chagas data
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In this bivariate model, the SROC curve is plotted as Se versus FPR to
describe the uncertainty of the sensitivity pair and the false-positive rates,
to observe how the different cutoff points vary, which will have an impact
on the heterogeneity of the data and on the overall diagnostic accuracy.
The SROC curve summarizes the relationship between Se and (1-Sp) in
all the studies, considering the heterogeneity between them. We created
an SROC curve using all the selected studies. The SROC curves for the
data are shown in (Figure 3). It is worth noting that it is an important
graphical tool to understand how the diagnostic accuracy of the different
tests depends on the different cutoff points [13].

Figure 3: ROC ellipses and crosshair that describe regions of
confidence and the uncertainty of the sensitivity and specificity

pair

Figure 4 shows that the prediction region covers a greater range of Se than
that of Sp. This may be because of the fact that most of the studies had
more participants with negative test results than those with positive results
of the test, which led to greater sampling variability when we estimated Se
vs. Sp. Figure 4 also shows an asymmetry of the test performance measures
toward a higher Sp with a greater Se variability, providing indirect evidence
of some variability in the threshold. It also shows that, when the threshold
is increased, Se drops but Spincreases.
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Figure 4: The SROC curve of the bivariate model showing the
accuracy of the test (all the selected studies)

It is also possible to appreciate the summaries of sensitivity and speci-
ficity with values of 0.725 and 0.995 and standard errors of 0.076 and 0.003,
respectively. On the other hand, we have the estimations for log LR+, log
LR-, and log DOR whose values are 6.282, 4.993, and -1.289, respectively.
Note that these results do not include the methodology as a covariate.

8. Analysis of Heterogeneity using the bivariate model

What is described here is the exploration of the role of moderating variables.
In our case, we have the methodology of the test, which we will categorize
as 1 (M1, M4, and Coris Oligo-C for 12 studies) for the studies that applied
the PCR test with methodology and 2 (no methodology for 23 studies) for
the studies in which no methodology was applied. The bivariate model
allows covariates to affect sensitivity and/or specificity. Assuming that we
have a single Z-level covariate study that can affect the sensitivity and
specificity, the model can be extended as shown below:

Ã
µAi

µBi

!
∼ N

ÃÃ
µA + νAZi

µB + νBZi

!
,Σ

!
,(8.1)

pc
f-4




1376 S. A. Bauz, J. J. Pambabay, A. B. Nieto and M. P. Galindo

where νA y νB (which are treated as fixed effects) are coefficients that
represent the effects of the covariate Z on logit of Se and Sp, respectively.

According to the confidence regions in Figure 4, it is clear that sensi-
tivity varies according to the methodology, but not specificity. Summary
estimates for the specificity were 0.9956 for the studies where the methodol-
ogy test was not applied, and 0.9942 for the studies where the methodology
test was applied. The estimation summaries for sensitivity were 0.7390 and
0.6970 for the tests where methodology was applied and not applied, re-
spectively. Figure 5 compares the result of this model with that of the
model without covariates; it is clear that the variances of random effects
have been decreased, particularly for sensitivity.

Figure 5: SROC curve, bivariate adjustment with covariate

9. Discussion

The bivariate method is an adequate method to perform a meta-analysis for
diagnostic tests. Harbord et al. [19] have shown that the bivariate approach
is adequate because it recognizes and differentiates between intrastudy and
interstudy variation through a second level of random effects, making it
possible to preserve the two-dimensional nature of the studies, that is, to
model the relationship between the sensitivity and specificity.
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f-5




Bivariate hierarchical model for the Meta-analysis of diagnostic... 1377
We use a bivariate adjustment [1], which is robust when there is no

standard reference. Another hierarchical model, i.e., hierarchical summary-
receiver operating characteristic (HSROC) model, was proposed by [2],
which is a multilevel model, but instead of directly modeling Se and Sp,
it fits the classification data of the studies using a logistic regression of
random effects. However, [20] demonstrated that the likelihood functions
of both the HSROC and the bivariate models are algebraically equivalent
and produce identical summary measures for sensitivity and specificity. It
is important to keep in mind that the estimation of a single summary point
using the bivariate model, or the estimation of a single summary curve us-
ing the HSROC model, requires five parameters to be calculated in the full
specification of the model. There is little information about the estimate
when the number of studies is small, which analysts should keep in mind
when interpreting the results. In some situations, the models may not con-
verge.

Although Brasil et al. [7] express that the usefulness of the PCR test is
debatable, and that health service providers should not order it as a routine
test for the diagnostic investigation of chronic Chagas disease, the bivariate
model estimated a pooled sensitivity and specificity without covariates with
values of 0.7258 and 0.9951, respectively, making it clear that the PCR test
is very specific and significantly sensitive. The contribution of the previous
summary measures (sensitivity and specificity) to the research conducted
by [7] is evidenced by the application of mixed nonlinear algorithms, and
their convergence designed by SAS.

We adapted the bivariate model using the NLMIXED procedure of the
SAS statistical program [20], using a code similar to the one provided by
[21]; this code is presented in the Annex. Note that our results differ
slightly from the model proposed by [1], because we chose to model the
binomial structure directly using the NLMIXED procedure. The diagnostic
accuracy of the studies that used the PCR test were compared using a
bivariate model, [22]. There was statistical evidence that the shape of the
SROC curves varies, as shown in (Figure 4), which implies that the relative
accuracy of the methodologies applied to the PCR tests is modified with
the thresholds.
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Conclusion

This document focused on the analysis of data from a systematic assess-
ment for the accuracy of diagnostic tests. For a general description of the
assessments review process see [3, 23]. Meta-analyses of diagnostic accu-
racy studies can provide answers to important clinical questions, but the
recommended methods are demanding. We advise the review teams to seek
the support of a statistician if there is no statistical experience within the
team. Hierarchical models can be problematic to adjust, especially when
there is little data. In summary, at present there are very powerful mod-
els to perform meta-analysis of the accuracy of binary response diagnoses,
constructed as hierarchical models, which are proposed as random-effects
models.
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