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Introduction. 

In the theories of rodiotive tronsfer [2] ond neutron tronsport 

[3] on importont role is ployed by nonlineor integral equotions of the 

form 

1 
H(s) = 1 +A H(s) I

0 
k(s,t)H(t)4(t)dt. ( 1) 

In Eq. (1), A is o real (or complex) porometer, 4 E X= L'[O, 1] es gi­

ven ond real valued, the kernel K(s,t) on XxX sotisfies 

(i) O< K(s,t) < 1, s, tE X 

(ii) K(s,t) + K(t,s) = 1, s, tE X. 

ond H is the function to be found. 

The question has been onswered under certoin assumptions on A 

(usuolly IAI~1) ond positivity ossumptions on 4 os in [1], [2], [4], 

[S] ond the reference there. 

We introduce o new iterotion thot converges for ony A for which 

o solution to Eq. (1) exists ond do not require positivity ossumptions on 

4 ond restrictions on A os in [1], [4], [5]. 

l. BASIC THEOREMS. 

We consider the Bonoch spoce C[O, 1] of complex valued continuous 

functions on [0, 1] with the supremum norm. We define o bounded linecr 

operotor ond o bounded bilineor operotor B [6] o~ C[O, 1] by 

• 
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1 
(Lw)(s) = f 0 K(s,t)~(t)w(t)dt 

B(w,z) (s) = w(s) (Lz) (s) + z(s) (Lw(s)). 

Denote by B' (w) the Frechet derivotive of B given by 

B(w)z = wlz + xlw for w, z E C[O, 1]. 

Define the linear operotor E on o subset D of C[O, 1] by 

1 
E ( w) = f 

0
w ( t) H ( t ) ~( t ) dt 

where H is o solution to Eq. l. 

Theorem l. 

Foct. Let U 
1 

= f H(t)~(t)dt ond ~ o 
1 2 

= f q,( t) d t then U - 2U + ~ = O o 

The proof con be found in [2]. 

Let 

If 

be ony solution to Eq. ( 1) with A = A
0

. 

ond Kern(L) = {O} then B'(H(A
0
ll is on 

invertible linear operotor on C[O, 1] with bounded inverse 

for ony A. 

Proof. Let z E C[O, 1] be such thot 

• 
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1 
O = I O <ji( t ) B ( H ( A O ) , z ) ( t ) d t 

1 1 
= [I

0
<j¡(t)H(tldt] 1

0
z(t)<jl(t)dt 

1 1 
Hence either I

0
z(t)<j¡(t)dt = O or I

0
<j¡(t)H(tldt =o. 

By the foct before if u = o then '1' = o which is a contradiction. 

1 
If I

0
z(t)<jl(t)dt = o then 

E(w) for w(t) 
-1 

= o = H ( t) z ( t) 

and since Kern(E) = {O} ~ w = O ~ z = O and the theorem is proved. 

We now introduce the iteration 

( 2) 

Convergence of the above i teration is a consequence of Theorem 1 and Theorem 

3 given in part II of this paper. Here to simplify computations as it is 

suggested in [4] we assume existence of a solution a~d seek only to show 

that the solution may be computed by the above iteration. 

Theorem 2. Let H(A
0

) be a solution to Eq.(1). Then there exists EO >O 

such that if 

• 
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the iteration scheme given by (2) converges and 

Proof. By Theorem 1, (B(H(A
0

)))-
1 

exist on D. As B(w) is 

continuous in w for fixed A = A
0

, there exists E > O such that if 

11 H(A
0
)- w 11 <E then exists. 

Let H
0

E C[O, 1] be such that 

We show that if IIH(A
0

) - Hnll < EO and EO is sufficiently 

small then 

d =d +B(H))- 1(H 
1
)-H 

n+1 n n n- n 

=(B(H+d))-
1[d -B(d H)] 

n n n 

• 
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(lO 

= ¿ (8 ( H) - 1 B ( -d } ) kB ( H) - 1 ( d ) 
k=O n n 

(lO 

¿ (s(Hll-
1
B(-d lk(d l 

k=O n n 

By taking norms in the above equation we hove 

If lldnll < e:
0 

is sufficiently small, we hove 

and the theorem is proved. 

II. EXISTENCE THEOREMS FOR THE SOLUTION OF THE QUADRATIC EQUATION. 

We consider the quadratic equotion x = y + B(x,x) in a Banach 

space X, where y e: X is fixed and B is a bounded bilinecr operotor on 

X. 

Equation ( 1) is a special case of Eq. ( 3) prov ided that A.B = B, 

H = x, y = 1 and x = L' [O, 1] . 

tions 

X 
n+1 

-1 
= B (X ) (X -y) 

n n 

• 

We examine the convergence of the itera-

or 
-1 

= X + B (X ) (X -y 
n n n 

B(x , x ) ) . 
n n 
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Note thot in cose of convergence, o solution x of equotion (3) is ob­

toined. 

We now stote the following lemrro. The proof con be found in [lO J. 

Lemmo l. Let L
1 

ond L
2 

be bounded linear operotors in a Bonoch spoce 

X, where L
1 

is invertible, ond IIL
1

-
1

11·11L
2

11 <l. Then (L
1 

+ L
2

)-l 

exists, ond 

< 
IILl-111 

1-11 L2 11• 11 L l-
1 

11 

Lemma 2. Let z ~ O be fixed in X. Assume thot the linear operotor 

B(z) is invertible then B(x) is olso inver·tible for oll x E: U(z, r) = 

{x E: XI llx-zll < rl, where r E:(O, ro) ond ro= CIIBII. IIB(zl-
1
IIJ-

1
. 

Proof. We hove 

. 1 
< 11 B 11 • 11 x-z 11 • 11 B ( z)- 11 

< 1 

for r E:(O,r
0

). The result now follows from Lemmo 1 for L
1 

= B(z), L
2 

= 

B ( x-z) ond x E: U ( z, r) . 

Defini tion 1. Let z ~ O be fixed in X. Assume thot the linear opero-

tor B(z) is invertible. 

• 
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Define the operators P,T on U(z,r) by 

P(x) = B(x,x) + y - x, T{x) 
-1 

= (B(x)) (x-y) 

and the real polynomials f(r), g(r) on R oy 

f ( r) a'r
2 

+ b'r + e', g(r) 
2 

= ar + br + e, 

a 

b' = -2IIBII • IIB(zl- 1
11 

e = 1 - 11 B ( z)-
1 

11 - 11 B 11 • 11 B ( z)-
1 

11
2 

• 11 z-y 11 

a 

b i!B(z)-
1
(I-B(z))i!- 1 

e = 1 IB(z)-lP(z) 11. 

From now on we assume that B is a bounded symmetrie bilinear 

operator on XxX. 

Theorem 3. Let x € X be sueh that B(z) 
following are true: 

a) e' > O; 

b) b < O, b:¿ - 4ae > O, and 
• 

is invertible and that the 
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el there exists r >O such that f(r) >O and g(r) <O. 

Then the iteration 

-1 
= B (X ) (X -y ) ' 

n n 
n = O, 1, 2, ..• 

is well defined and it converges toa unique solution x in U(z,r) of (3) 

for any x
0 

e: U(z, r). 

Proof. T is well defined by lemma 2. 

Claim l. T maps U(z,r) into U(z,r). 

If x e: U(z,r) then 

T(x) - z 
:.. l 

= B(x) (x-y) - z 

= B(x)-l[(I- B(z)) (x-z)- P(z)] 

so 

1 1 T(x) - z 1 1 < r if 

1 
1 CIIB(zl-

1
(1- B(z)) llr + IIB(zl-

1
P(zliiJ < r 

1-IIBII • IIB(z)- llr 

(using lemma l for L
1 

= B(z) and L2 = B(x-z)) or g(r) <O which is true 

by hypothesis. 

Claim 2. T is a contraction operator on U(z,r). 

• 
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If w,v E U(z,r) then 

11 
-1 -1 -1 

= B(w) [I - B(B(v) (v-z)) + B(B(v) (z-y)) J(~v) 11 

=- q • ll~vll 

So T isaconti-actionon U(z-r) if O<q<1, where 

- 1 l-11 -111 11 8 11 • IIB(zl-
1
ll

2
r + IIBIIIIB(zl-

1
11

2
llz-yll -J 

q - 1 B(z) + 1 
1-IIBII • IIB(z)- 11 • r 1 - IIBII • IIB(z)- 11 • r 

which is true since f(r) > O. 

Note that Theorems 1 and 3 can ncw be used to compute the solu­

tion to Eq. (1) by iteration (4), if z = H and U(H,r) e D . 

• 
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