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#### Abstract

Let $A$ be a commutative power-associative nilalgebra. In this paper we prove that when $A$ (of characteristic $\neq 2$ ) is of dimension $\leq 8$ and $x^{4}=0$ for all $x \in A$, then $\left(\left(A^{2}\right)^{2}\right)^{2}=0$. That is, $A$ is solvable. We conclude that if $A$ is of dimension $\leq 7$ over a field of characteristic $\neq 2,3$ and 5 , then $A$ is solvable.


## 1. PRELIMINARIES

Let $A$ be a commutative algebra over a field $K$. If $x$ is an element of $A$, we define $x^{1}=x$ and $x^{k+1}=x^{k} x$ for all $k \geq 1$. $A$ is called power-associative, if the subalgebra of $A$ generated by any element $x \in A$ is associative. An element $x \in A$ is called nilpotent, if there is an integer $r \geq 1$ such that $x^{r}=0$. If any element in $A$ is nilpotent, then $A$ is called a nilalgebra. Now $A$ is called a nilalgebra of nilindex $n \geq 2$, if $y^{n}=0$ for all $y \in A$ and there is $x \in A$ such that $x^{n-1} \neq 0$.

If $B, D$ are subspaces of $A$, then $B D$ is the subspace of $A$ spanned by all products $b d$ with $b$ in $B, d$ in $D$. Also we define $B^{1}=B$ and $B^{k+1}=B^{k} B$ for all $k \geq 1$. If there exists an integer $n \geq 2$ such that $B^{n}=0$ and $B^{n-1} \neq 0$, then $B$ is nilpotent of index $n$.
$A$ is called solvable in case $A^{(k)}=0$ for some integer $k$, where $A^{(1)}=A$ and $A^{(n+1)}=\left(A^{(n)}\right)^{2}$ for all $n \geq 1$.
$A$ is a Jordan algebra, if it satisfies the Jordan identity $x^{2}(y x)=\left(x^{2} y\right) x$ for all $x, y$ in $A$, and $A$ is a commutative algebra. It is known that any Jordan algebra (of characteristic $\neq 2$ ) is power-associative, and also that any finite-dimensional Jordan nilalgebra is nilpotent (see, [7]).

It is known that if $A$ is a commutative algebra such that the identity $x^{3}=0$ is valid in $A$, then $A$ is a Jordan algebra (see [9], page 114). Therefore, if $A$ is a finite dimensional algebra then $A$ is nilpotente, and hence solvable.

We will denote by $<a_{1}, \ldots, a_{j}>K$ the subspace of $A$ generated over $K$ by the elements $a_{1}, \ldots, a_{j} \in A$. In the following a greek letter indicates an element of the field $K$.

In [8] , D. Suttles constructs (as a counterexample to a conjecture due to A. A. Albert) a commutative power-associative nilalgebra of nilindex 4 and dimension 5, which is solvable and is not nilpotent. In [3] (Theorem 3.3), we prove that this algebra is the unique commutative power-associative nilalgebra of nilindex 4 and dimension 5, which is not Jordan algebra. At present there exists the following conjecture: Any finite-dimensional commutative power-associative algebra is solvable. The solvability of these algebras for dimension 4,5 and 6 , are proved in [5], [3] and [2] respectively.

From Theorem 2 of [4] and [6] we obtain the following result:
Theorem 1.1 : If $A$ is a commutative power-associative nilalgebra of nilindex $n$ with dimension $\leq n+2$ and the characteristic is zero or $\geq n$,
then $A$ is solvable.
The following result is proved in [3] :
Lemma 1.2: If $A$ is a commutative power-associative nilalgebra of nilindex 4 , dimension 5 and is not a Jordan algebra, then $\operatorname{dim}_{K}\left(A^{2}\right)=3$.

## 2. SOLVABILITY

In this section, $A$ is a commutative power-associative algebra over a field $K$ with characteristic $\neq 2$, such that the identity $x^{4}=0$ is valid in $A$. Linearizing the identities $\left(x^{2}\right)^{2}=0$ and $x^{4}=0$, we obtain that for all $y, x, z, v$ in $A$ :

$$
\begin{gather*}
(y x) x^{2}=0,2(x y)^{2}+x^{2} y^{2}=0  \tag{2.1}\\
x^{2}(y z)+2(x y)(x z)=0,\left(x^{2} y\right)\left(x^{2} v\right)=0  \tag{2.2}\\
(x y)(z v)+(x z)(y v)+(x v)(y z)=0  \tag{2.3}\\
2((y x) x) x+\left(y x^{2}\right) x+y x^{3}=0 \tag{2.4}
\end{gather*}
$$

We see that replacing $y$ by $y x$ in (4) and using (1), we obtain that $2(((y x) x) x) x+(y x) x^{3}=0$. Replacing $z$ by $x^{2}$ in (2), we get $x^{2}\left(y x^{2}\right)+$ $2(y x) x^{3}=0$. Therefore for all $y, x$ in $A$ we have that:

$$
\begin{equation*}
4(((y x) x) x) x=x^{2}\left(y x^{2}\right)=-2(y x) x^{3} \tag{2.5}
\end{equation*}
$$

If now we replace $y$ by $y x$ in (5) and using (1), we obtain that:

$$
\begin{equation*}
((((y x) x) x) x) x=0 \tag{2.6}
\end{equation*}
$$

We observe that using the identity (6), it is easy to prove the following result:

Lemma 2.1 :If $y, x$ are elements in $A$ such that $y \neq 0$ and $x y=\alpha y$, then $\alpha=0$.

Lemma 2.2 : If $A$ is of dimension $\leq 8$, then the following identities are valid in $A$ :

$$
\begin{gather*}
(((y x) x) x) x=x^{2}\left(y x^{2}\right)=(y x) x^{3}=0  \tag{2.7}\\
(y x)^{3}=0 \tag{2.8}
\end{gather*}
$$

Proof. We will prove first that $(((y x) x) x) x=0$ for all $y, x$ in $A$. Suppose that there exist elements $y, x$ in $A$ such that $(((y x) x) x) x \neq 0$. By (5) we have that $x^{2}\left(y x^{2}\right) \neq 0$ and $x^{3} \neq 0$. Let $X=<x, x^{2}, x^{3}>_{K}$. The elements $x^{2}\left(y x^{2}\right)$ and $x^{3}$ are linearly independent. In fact: If $x^{2}\left(y x^{2}\right)=\sigma x^{3}$, then by (5) we get that $(y x) x^{3}=-\frac{1}{2} \sigma x^{3}$. Using the Lemma 2.1, we obtain that $\sigma=0$, which is a contradiction. We note that we can have that either $(((y x) x) x) x \in X$ or $(((y x) x) x) x \notin X$. Suppose that $(((y x) x) x) x \notin X$. In this case we will prove that $y, y x,(y x) x,((y x) x) x,(((y x) x) x) x, x, x^{2}$, $x^{3}, y x^{2}$ are linearly independent. Let $\alpha y+\beta y x+\gamma(y x) x+\delta((y x) x) x+$ $\varepsilon(((y x) x) x) x+\beta_{1} x+\beta_{2} x^{2}+\beta_{3} x^{3}+\lambda y x^{2}=0$. Multiplying by $x^{2}$ and using (1), we get that $\alpha y x^{2}+\beta_{1} x^{3}+\lambda\left(y x^{2}\right) x^{2}=0$. Now using (5) and (1): $0=x^{2}\left(\alpha y x^{2}+\beta_{1} x^{3}+\lambda\left(y x^{2}\right) x^{2}\right)=\alpha x^{2}\left(y x^{2}\right)$ implies $\alpha=0$, and since $x^{3}$, $\left(y x^{2}\right) x^{2}$ are linearly independent, we get $\beta_{1}=\lambda=0$. Hence we have that $\beta y x+\gamma(y x) x+\delta((y x) x) x+\varepsilon(((y x) x) x) x+\beta_{2} x^{2}+\beta_{3} x^{3}=0$. Multiplying two times by $x$ and using (6), we get that $\beta=\gamma=0$. Multiplying by $x$ we get that $0=\delta(((y x) x) x) x+\beta_{2} x^{3}=\frac{1}{4} \delta x^{2}\left(y x^{2}\right)+\beta_{2} x^{3}$, which implies $\delta=\beta_{2}=0$. Now $0=\varepsilon(((y x) x) x) x+\beta_{3} x^{3}=\frac{1}{4} \varepsilon x^{2}\left(y x^{2}\right)+\beta_{3} x^{3}$ implies $\varepsilon=\beta_{3}=0$. Thus we conclude that $\operatorname{dim}_{K}(A) \geq 9$, which is a contradiction. Therefore we must have $(((y x) x) x) x \in X$, and so $(((y x) x) x) x=\alpha_{1} x+\alpha_{2} x^{2}+\alpha_{3} x^{3}$. Now $0=((((y x) x) x) x) x=\alpha_{1} x^{2}+\alpha_{2} x^{3}$ implies $\alpha_{1}=\alpha_{2}=0$, and relation (5) together with Lemma 2.1 imply $\alpha_{3}=0$. That is, $(((y x) x) x) x=0$, a contradiction. Hence we prove that the identity $(((y x) x) x) x=0$ is valid in $A$, and thus by (5) we obtain (7).

Now we will prove the identity (8). We know that $x^{2}\left(y x^{2}\right)=0$ for all $y$, $x$ in $A$. By linearization we get that the following identity is valid in $A$ :

$$
\begin{equation*}
x^{2}((x z) y)+(x z)\left(y x^{2}\right)=0 \tag{2.9}
\end{equation*}
$$

Replacing $z$ by $x^{3}$ in (2) we get $x^{2}\left(y x^{3}\right)=0$, and replacing $z$ by $x^{2}$ in (9) we obtain $x^{3}\left(y x^{2}\right)=-x^{2}\left(y x^{3}\right)=0$. Finally, replacing $z$ by $y, y$ by $y^{2}$ in (9) and using (1), we obtain that $0=x^{2}\left((x y) y^{2}\right)=-(x y)\left(y^{2} x^{2}\right)=2(y x)^{3}=0$.

Remark 2.3 : Lemma 2.2 is not valid when $A$ is of dimension 9. In fact : Let $B$ be a commutative algebra of dimension 9 with basis
$\left\{v_{1}, v_{2}, v_{3}, v_{4}, v_{5}, v_{6}, v_{7}, v_{8}, v_{9}\right\}$ and nonzero multiplication given by : $v_{1} v_{6}=$ $v_{2}, v_{1} v_{7}=v_{9}, v_{1} v_{8}=-(2+\beta) v_{4}-\gamma v_{5}, v_{2} v_{6}=v_{3}, v_{2} v_{8}=-2 v_{5}, v_{3} v_{6}=v_{4}$, $v_{4} v_{6}=v_{5}, v_{6}^{2}=v_{7}, v_{6} v_{7}=v_{8}, v_{6} v_{9}=\beta v_{4}+\gamma v_{5}, v_{7} v_{9}=4 v_{5}$. We obtain that $B$ is a commutative power-associative nilalgebra of nilindex 4 , such that: $\left(\left(\left(v_{1} v_{6}\right) v_{6}\right) v_{6}\right) v_{6}=v_{5},\left(v_{1} v_{6}^{2}\right) v_{6}^{2}=4 v_{5}$ and $\left(v_{1} v_{6}\right) v_{6}^{3}=-2 v_{5}$.

Theorem 2.4 : If $A$ is of dimension $\leq 8$, then $\left(\left(A^{2}\right)^{2}\right)^{2}=0$.

Proof. Suppose that $\left(\left(A^{2}\right)^{2}\right)^{2} \neq 0$. Then there exist elements $y, x, u, v$ in $A$ such that $\left(x^{2} y^{2}\right)\left(u^{2} v^{2}\right) \neq 0$. From (1) we obtain that $\left(x^{2} y^{2}\right)\left(u^{2} v^{2}\right)=$ $4(x y)^{2}(u v)^{2}=-8((x y)(u v))^{2} \neq 0$. We will prove that $x^{2}, y^{2}, x y, x^{2} y^{2}$, $u^{2}, v^{2}, u v, u^{2} v^{2}$ are linearly independent. The elements $x^{2}, y^{2}, x y, x^{2} y^{2}$ are linearly independent. In fact: if $\alpha x^{2}+\beta y^{2}+\gamma x y+\delta x^{2} y^{2}=0$, then multiplying by $x^{2}$ and using the identities (1) and (7) we obtain that $\beta x^{2} y^{2}=0$, which implies $\beta=0$. Similarly we obtain that $\alpha=0$. Now using (8), $0=\gamma y x+\delta x^{2} y^{2}=\gamma y x-2 \delta(x y)^{2}$ implies $\gamma=\delta=0$. Let $\alpha x^{2}+\beta y^{2}+\gamma x y+\delta x^{2} y^{2}+\alpha_{0} u^{2}+\beta_{0} v^{2}+\gamma_{0} u v+\delta_{0} u^{2} v^{2}=0$. Multiplying by $v^{2}$, afterwards by $x^{2} y^{2}=-2(x y)^{2}$ and using (1), (2) and (7) we obtain $\alpha_{0}\left(x^{2} y^{2}\right)\left(u^{2} v^{2}\right)=0$, which implies $\alpha_{0}=0$. Similarly, $\beta_{0}=0$. Now we have that $\alpha x^{2}+\beta y^{2}+\gamma x y+\delta x^{2} y^{2}=-\left(\gamma_{0} u v+\delta_{0} u^{2} v^{2}\right)$. Using (1), (7) and (8) : $\left(\alpha x^{2}+\beta y^{2}+\gamma x y+\delta x^{2} y^{2}\right)^{2}=\left(2 \alpha \beta-\frac{1}{2} \gamma^{2}\right) x^{2} y^{2}$ and $\left(-\left(\gamma_{0} u v+\delta_{0} u^{2} v^{2}\right)\right)^{2}=-\frac{1}{2} \gamma_{0}^{2} u^{2} v^{2}$. Hence $\left(2 \alpha \beta-\frac{1}{2} \gamma^{2}\right) x^{2} y^{2}=-\frac{1}{2} \gamma_{0}^{2} u^{2} v^{2}$, which implies that $-\frac{1}{2} \gamma_{0}^{2}\left(u^{2} v^{2}\right)\left(x^{2} y^{2}\right)=0$, and so $\gamma_{0}=0$. Now we have that $\alpha x^{2}+\beta y^{2}+\gamma x y+\delta x^{2} y^{2}+\delta_{0} u^{2} v^{2}=0$. Multiplying by $x^{2} y^{2}$ we get $\delta_{0}=0$. Since $x^{2}, y^{2}, x y, x^{2} y^{2}$ are linearly independent, we conclude that $\left\{x^{2}, y^{2}, x y, x^{2} y^{2}, u^{2}, v^{2}, u v, u^{2} v^{2}\right\}$ is a basis of $A$, and hence $A^{2}=A$. Now using the above identities we get that $A=A^{2}=<x^{2} y^{2}, u^{2} v^{2}, x^{2} u^{2}, x^{2} v^{2}$, $x^{2}(u v), x^{2}\left(u^{2} v^{2}\right), y^{2} u^{2}, y^{2} v^{2}, y^{2}(u v), y^{2}\left(u^{2} v^{2}\right),(x y) u^{2},(x y) v^{2},(x y)(u v)$, $(x y)\left(u^{2} v^{2}\right),\left(x^{2} y^{2}\right) u^{2},\left(x^{2} y^{2}\right) v^{2},\left(x^{2} y^{2}\right)(u v),\left(x^{2} y^{2}\right)\left(u^{2} v^{2}\right)>_{K}$. Let $J=<$ $\left(x^{2} y^{2}\right)\left(u^{2} v^{2}\right)>_{K}$. We observe that $\left(x^{2} y^{2}\right) A=J$ and $\left(u^{2} v^{2}\right) A=J$. Now we will show that $\left(\left(x^{2} y^{2}\right)\left(u^{2} v^{2}\right)\right) A=0$. Since $A^{2}=A$, it is sufficient to prove that $\left(\left(x^{2} y^{2}\right)\left(u^{2} v^{2}\right)\right)\left(z_{1} z_{2}\right)=0$ for all $z_{1}, z_{2} \in A$. Now using (3), we obtain that $\left(\left(x^{2} y^{2}\right)\left(u^{2} v^{2}\right)\right)\left(z_{1} z_{2}\right)=-\left(\left(x^{2} y^{2}\right) z_{1}\right)\left(\left(u^{2} v^{2}\right) z_{2}\right)-\left(\left(x^{2} y^{2}\right) z_{2}\right)\left(\left(u^{2} v^{2}\right) z_{1}\right) \in$ $J^{2}=0$, and therefore $\left(\left(x^{2} y^{2}\right)\left(u^{2} v^{2}\right)\right) A=0$. It is easy to prove that $x^{2} y^{2}$, $u^{2} v^{2},\left(x^{2} y^{2}\right)\left(u^{2} v^{2}\right)$ are linearly independent, and moreover clearly the subspace $I=<x^{2} y^{2}, u^{2} v^{2},\left(x^{2} y^{2}\right)\left(u^{2} v^{2}\right)>_{K}$ is an ideal of $A$. Now $\bar{A}=A / I$ is a commutative power-associative nilalgebra of dimension 5 . If $\bar{A}$ is a Jordan algebra, then is nilpotent and so $\operatorname{dim}_{K}\left(\bar{A}^{2}\right)<5$. Now if $\bar{A}$ is not a Jordan algebra, then by Lemma 1.2 we get that $\operatorname{dim}_{K}\left(\bar{A}^{2}\right)<5$. Finally we conclude that $\bar{A}^{2}=A^{2} / I=A / I=\bar{A}$, which is a contradiction. Therefore $\left(\left(A^{2}\right)^{2}\right)^{2}=0$, as desired.

Finally, by Theorems 1.1 and 2.4 we get:
Corollary 2.5 : Let $A$ be a commutative power-associative nilalgebra over a field of characteristic $\neq 2,3$ and 5 .If $A$ is of dimension $\leq 7$, then $A$ is solvable.

The authors thank the referee for many useful remarks.
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