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#### Abstract

For a non linear system, with an isolated and non asymptotically stable equilibrium point, we had obtained a control strategy which disturb the system so that the dynamic move locally towards the equilibrium point. We consider the linearization of the system and feedback directional controls.
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## 1. Introduction

Let $M$ be a linear manifold of $k$-codimension, $x_{0}=\left(x_{1_{0}}, \ldots, x_{n_{0}}\right) \in M$ and $x(t, u)=\left(x_{1}(t, u), \ldots, x_{n}(t, u)\right) \quad$ with $\quad x(0, u)=x_{0} \quad$ a solution of the canonical linear control system:

$$
\begin{equation*}
x_{1}^{\prime}=x_{2} x_{2} \prime=x_{3}: x_{n}^{\prime}=a_{1} x_{1}+\ldots+a_{n} x_{n}+u \tag{1.1}
\end{equation*}
$$

Our objective is to find necessary conditions for the control $u=u(t)$ such that the respective solution $x(t, u)$ of the system (1.1) belongs to $M$. This problem has been investigated mainly for linear control system $x \prime=A(t) x+B(t) u$ and their non linear perturbation $x \prime=A(t) x+B(t) u+$ $f(t, x, u)$ in the $n$-dimensional Euclidean space $E^{n}$ ([1], [3]). Their results are independent of the codimension of the linear manifold considered. In this sense ours results may be summarized saying that if $x(t, u)$ is a solution of system (1.1) such that belong to $M$ for non negative $t$, then $u(t)$ is a feedback control which satisfies conditions dependent of $k$. We call such $u=u(t)$ a feedback directional control

Next we consider a nonlinear system in the plane with an isolated equilibrium point which is not asymptotically stable. Our aim is to find a control strategy such that disturb the system and move the dynamic towards the equilibrium state. The natural way to realize this objective is to consider the linearization of the non linear control system. If that process give a controllable linear system then itś linearly equivalent to system (1.1) ([5], [6]system we consider the feedback directional control whose respective trajectory transfers a given initial state to the equilibrium point. Under certain conditions this feedback directional controls disturb the non linear system so that the respective dynamic move asymptotically towards the equilibrium state.

## 2. Results

Lemma 1. We denote by $\langle x, y\rangle$ the usual inner product in an Euclidean space $E^{n}$ and $A^{T}$ the transpose of a matrix. Let $x(t, u)$ be a solution of system (1.1) such that $x(t, u) \in M$ for non negative $t$, where $M$ is a linear manifold of 1 -codimension. If $m_{i}=-1,1 \leq i \leq n$, is the last non zero component of the normal vector $m$ to the manifold $M$, then

$$
\begin{equation*}
u=<\left(N^{n-i}\right)^{T} m, A x> \tag{2.1}
\end{equation*}
$$

where $A$ is the companion matrix of system (1.1) and $N$ is a nilpotent matrix of index $n$.

Proof. If $x(t, u)$ is a solution of system (1.1) such that $x(t, u) \in M$ then

$$
\begin{equation*}
<x(t, u)-x_{0}, m>=0 \tag{2.2}
\end{equation*}
$$

For $i=1$, that is $m=(-1,0, \ldots, 0)$, we obtain from (2.2) the solution $x(t, u)=\left(x_{1_{0}, 0, \ldots, 0}\right)$, so $\quad 0=x_{n} \prime(t, u)=a_{1} x_{1_{0}}+u$.
Therefore $u=-a_{1} x_{1_{0}}=<\left(N^{n-1}\right)^{T} m, A x>$ where $A$ is the companion matrix of system (1.1) and $N$ is a nilpotent matrix of index $n$.

For $1<i \leq n$ we obtain from (2.2): $\quad\left(x_{1}(t, u)-x_{1_{0}}\right) m_{1}+\ldots+$ $\left(x_{i}(t, u)-x_{i_{0}}\right)(-1)=0$

Using this along with (1.1) leads to:

$$
\begin{equation*}
x_{n-i+2}(t, u) m_{1}+\ldots+x_{n}(t, u) m_{i-1}+x_{n} \prime(t, u)(-1)=0 \tag{2.3}
\end{equation*}
$$

Since $x_{n} \prime(t, u)=<a, x(t, u)>+u(t)$ where $a=\left(a_{1}, \ldots, a_{n}\right)$, we obtain from (2.3)

$$
u=<m,\left(x_{n-i+2}(t, u), \ldots, x_{n}(t, u),<a, x(t, u)>, 0, \ldots, 0\right)>
$$

Now if $N$ is a nilpotent matrix of index n then

$$
N^{n-i} A x(t, u)=\left(x_{n-i+2}(t, u), \ldots, x_{n}(t, u),<a, x(t, u)>, 0, \ldots, 0\right)
$$

where $A$ is the companion matrix of system (1.1), i.e.:

$$
u=<m, N^{n-i} A x>=<\left(N^{n-i}\right)^{T} m, A x>
$$

Theorem 2. Let $S$ be a linear subspace of $k$-codimension, $1 \leq k<n$, and let $S^{0}$ be the orthogonal subspace generated by the vectors $m_{i}, i=1, \ldots, k$, such that its last non zero component are respectively $m_{i, n_{i}}=-1$. If $x(t, u)$ is a solution of system (1.1) and belong to $M=x_{0}+S$ for non negative $t$, then the control $u=u(t)$ satisfies

$$
\begin{equation*}
u=<\left(N^{n-n_{i}}\right)^{T} m_{i}, A x> \tag{2.4}
\end{equation*}
$$

for each $i=1, \ldots, k$, where $A$ is the companion matrix of system (1.1) and $N$ is a nilpotent matrix of index $n$.

Proof. Since $\left\langle x(t, u)-x_{0}, m_{i}>=0\right.$ for non negative t and each $i=1, \ldots, k$, we can apply the above lemma for each $m_{i}$ and obtain the formula (2.4).

Example 3. The aplication of the above result in the plane gives: $M$ is a linear manifold of 1-codimension; $\left(x_{0}, y_{0}\right) \in M$ for non negative $t$ and:

$$
\begin{align*}
& x^{\prime}=y  \tag{2.5}\\
& y^{\prime}=a x+b y+u
\end{align*}
$$

If the normal vector to $M$ is $(-1,0)$ or $(0,-1)$ then from (2) $u=-a x-b y$ and the respective solution of system (6.6) is $(x(t), y(t))=$ $\left(x_{0}, y_{0}\right)+t\left(\left(y_{0}, 0\right)\right.$; i.e. for $y_{0} \neq 0$ we obtain horizontal trajectories and for $y_{0}=0$ only stationary points.

If the normal vector to $M$ is $(m,-1)$ then from (2) $u=m y-a x-b y$ and the respective solution of system (2.5) is $(x(t), y(t))=\left(x_{0}, y_{0}\right)+\left(e^{m t}-\right.$ 1) $\left(y_{0} / m, y_{0}\right)$; i.e. for $y_{0} \neq 0$ we obtain oblique trajectories and for $y_{0}=0$ only stationary points.

In conclusion for each $\left(x^{*}, y^{*}\right)$ exist a region whose points can be transfer towards $\left(x^{*}, y^{*}\right)$ through directional trajectories of system (2.5).

Theorem 4. Let $\left(x^{*}, y^{*}, 0\right)$ be an isolated equilibrium state which is not asymptotically stable for the nonlinear control system:

$$
\begin{array}{lc}
x^{\prime}= & f(x, y) \\
y^{\prime}= & g(x, y)+u \tag{2.6}
\end{array}
$$

where $f, g$ are $C^{1}$ and $J=J\left(x^{*}, y^{*}\right)$ is the Jacobian with $\partial f / \partial y\left(x^{*}, y^{*}\right) \neq$ 0 . If moreover

$$
\begin{array}{rll}
\operatorname{det} J\left(1-\frac{<\nabla f\left(x^{*}, y^{*}\right),\left(x^{*}, y^{*}\right)>}{y^{*}}\right) & >0 & (\nabla=\text { gradient }) \\
\quad<(-\operatorname{det} J, \operatorname{tr} J),\left(x^{*}, y *\right)> & <0 & (\operatorname{tr}=\text { traza })
\end{array}
$$

then there exist a feedback directional control which disturb the system (2.6) in such a way that the equilibrium state become locally asymptotically stable.

Proof. Since the equilibrium state is not asymptotically stable, the Jacobian matrix: $J=\left[\begin{array}{cc}\partial f / \partial x & \partial f / \partial y \\ \partial g / \partial x & \partial g / \partial y\end{array}\right]_{\left(x^{*}, y^{*}\right)}$ is nonstable; therefore $\quad \operatorname{det} J \leq$ 0 or $\operatorname{tr} J \geq 0$ ([2]).

Now since $\partial f / \partial y\left(x^{*}, y^{*}\right) \neq 0$ the linearization of system (2.6) gives:
$\left[\begin{array}{l}x \\ y\end{array}\right]^{\prime}=J\left[\begin{array}{l}x \\ y\end{array}\right]+\left[\begin{array}{l}0 \\ 1\end{array}\right] u$
which is a controllable linear system and therefore linearly equivalent to
$\left[\begin{array}{l}x \\ y\end{array}\right]^{\prime}=\left[\begin{array}{cc}0 & 1 \\ -\operatorname{det} J & \operatorname{tr} J\end{array}\right]\left[\begin{array}{l}x \\ y\end{array}\right]+\left[\begin{array}{l}0 \\ 1\end{array}\right] u([4],[5],[6])$
By example 3, we must consider the family of feedback directional controls:

$$
\begin{equation*}
u(x, y)=m y+(\operatorname{det} J) x-(\operatorname{tr} J) y \tag{2.7}
\end{equation*}
$$

and to choose $m$ in such a way that $u\left(x^{*} \cdot y^{*}\right)=0$.
Hence:

$$
\begin{equation*}
m=\operatorname{tr} J-\left((\operatorname{det} J) x^{*} / y^{*}\right) \tag{2.8}
\end{equation*}
$$

Replace (2.8) in (2.7) and obtain a directional control that disturb the system (2.6) in the following sense:

$$
\begin{aligned}
& x \prime=f(x, y) \\
& y \prime=g(x, y)+(\operatorname{det} J) x-\left((\operatorname{det} J) x^{*} / y^{*}\right) y
\end{aligned}
$$

whose Jacobian matrix $J^{*}\left(x^{*}, y^{*}\right)$ is:

$$
\left[\begin{array}{cc}
\frac{\partial f}{\partial x}\left(x^{*}, y^{*}\right) & \frac{\partial f}{\partial y}\left(x^{*}, y^{*}\right) \\
\frac{\partial g}{\partial x}\left(x^{*}, y^{*}\right) & \frac{\partial g}{\partial y}\left(x^{*}, y^{*}\right)-\left((\operatorname{det} J) x^{*} / y^{*}\right)
\end{array}\right]
$$

In consequence

$$
\begin{aligned}
\operatorname{det} J^{*} & =\operatorname{det} J\left(1-\frac{x^{*}}{y^{*}} \frac{\partial f}{\partial x}\left(x^{*}, y^{*}\right)-\frac{\partial f}{\partial y}\left(x^{*}, y^{*}\right)\right) \\
\operatorname{tr} J & =\frac{\partial f}{\partial x}\left(x^{*}, y^{*}\right)+\frac{\partial g}{\partial y}\left(x^{*}, y^{*}\right)-\frac{x^{*} \operatorname{det} J}{y^{*}}
\end{aligned}
$$

and, by hypothesis of the theorem, we obtain: $\operatorname{det} J^{*}\left(x^{*}, y^{*}\right)>0$ and $\operatorname{tr} J^{*}\left(x^{*}, y^{*}\right)<0$ Therefore the equilibrium state is locally asymptotically stable.

Example 5. The periodic solutions of the Lotka-Volterra populations models may be disturb using feedback directional controls over the predators in such a way that the respective trajectory move asymtotically to the equilibrium point. That is:
$x \prime=a x-b x y$
$y^{\prime}=-c y+d x y+u$
$a, b, c, d$ positive parameters.
$\left(x^{*}, y^{*}\right)=(c / d, a / b)$ equilibrium state non asymptotically stable
$f(x, y)=a x-b x y ; \partial f / \partial y\left(x^{*}, y^{*}\right) \neq 0 ; \nabla f\left(x^{*}, y^{*}\right)=(0,-b c / d)$
$\operatorname{det} J\left(1-<(0,-b c / d),\left(x^{*}, y^{*}\right)>/ y^{*}\right)=a c(1+(b c / d))>0$
$<(-\operatorname{det} J, \operatorname{tr} J),\left(x^{*}, y^{*}\right)>=-a c^{2} / d<0$
Therefore by theorem 4 the feedback directional control:

$$
u=u(x, y)=(\operatorname{det} J) x-\left((\operatorname{det} J) x^{*} / y^{*}\right) y=a c x-\left(b c^{2} / d\right) y
$$

become the above system locally asymptotically stable around the equilibrium point $\left(x^{*}, y^{*}\right)$.
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