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1. Introduction

The initial motivation of this work is the conjecture of Haddock-Sacker [16]
(1980). They consider a differential system

y0 = Λy +R(t)y(t− r),(1.1)

where Λ and R are N × N matrix valued functions of t ≥ 0 such that
Λ = diag(λ1, ..., λN ), with <eλi 6= <eλj for i 6= j and the operator norm
kR(t)k is in L2. Then, they conjecture that the fundamental matrix of (1.1)
Y = Y (t) such that Y (0) = I satisfies

Y (t) = (I + o(1)) exp

µ
tΛ+ e−Λr

Z t

0
diag[R(s)]ds

¶
,

as t → +∞. This conjecture is a version of the asymptotic theorem of
Hartman-Wintner [18] (1955) for an autonomous diagonal differential sys-
tem with a Lp (p = 2) linear perturbation with delayed argument. This and
similar problems were considered by Arino-Győri [2] (1989), Ai [1] (1992)
and Cassel-Hou [6] (1993) (here p ≥ 2 is considered) for a system where
the non-perturbed system is diagonal and satisfies the hypotheses of the
Hartman-Wintner’s asymptotic theorem.

A result which extend the Conjecture of Haddock and Sacker [16] and
the result of Cassel and Hou [6] is the following:

Proposition 1. (See Castillo [7, 2003] Consider the linear differential sys-
tem

y0(t) = B(t)y(t) +R(t, yt),(1.2)

where yt(s) = y(t+ s) the matrix B is in Jordan form, that is

B(t) =
h
⊕k−1i=1 Jni(λi(t))

i
⊕ λk(t)⊕

£
⊕mi=k+1Jni(λi(t))

¤
,

where Jni(λ) are the ni × ni Jordan matrices

Jni(λ) =

⎛⎜⎜⎜⎝
λ 1 0 · · · 0
0 λ 1 · · · 0
... ... ... ... 1
0 0 0 · · · λ

⎞⎟⎟⎟⎠
and the λi’s are functions from R into C satisfying
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<e(λi(t)− λk(t)) < −η < 0, i = 1, · · · , k − 1

<e(λi(t)− λk(t)) > η > 0, i = k + 1, · · · ,m,

where η is a constant, yt : [−τ, 0] → CN defined as yt(s) = y(t+ s) for all
t ≥ 0, {R(t, ·)}t≥0 is a family of bounded linear functionals from the set
of the essentially bounded functions [−τ, 0] → CN into CN , N =

Pm
j=1 nj

and
kR(t, exp

³R t+·
t λk(τ)dτ

´
I)k ∈ Lp, 1 ≤ p ≤ 2. Then (2) has a solution

y = y0(t) such that

y0(t) = exp
³R t
0 [λk(s) + e∗

k̃
·R(s, exp

³R s+·
s λk(τ)dτ

´
ek̃)]

´
× (ek̃ + o(1))

(1.3)

as t→∞, where k̃ = n1 + · · ·+ nk−1 + 1.

A scalar version with the more general perturbation is given by the
following result:

Proposition 2. (Castillo-Pinto [11, 2004]) Consider the linear functional
differential equation

y0(t) = λ0(t)y(t) + b(t, yt), t ≥ 0,(1.4)

where λ0 : [0,+∞[→ C is a locally integrable function and

b : [0,+∞[×L∞([−τ, 0],C)→ C

is a continuous function and linear in the second variable function such that

sup
t≥T

Z t

t−τ
|b(s, exp

µZ s+·

s
λ0(ξ)dξ

¶
|ds < 1

e
,

for T large enough. Then, every solution of (1.4) has the following asymp-
totic formula

y(t) = exp

µR t
τ

∙
λ0(s) + b(s, e

R s+·
s

λ0(ξ)dξ) +
P+∞

n=1∆n(s)

¸
ds

¶
× (c+ o(1)),

(1.5)

as t→ +∞, where ∆n(t) = b(t, e
R t+·
t

λ0(ξ)dξ[e
R t+·
t

µn(ξ)dξ − e
R t+·
t

µn−1(ξ)dξ]),

µn(t) = b(t, e
R t+·
t

λ0(ξ)dξe
R t+·
t

µn−1(ξ)dξ), for all t ≥ nτ , µn(t) = 0 for all
t ∈ [0, nτ [, µ0 = 0 and n ∈ N. Conversely, given c ∈ C there is a solution
y = y(t) of (1.4) satisfying (1.5).
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2. Preliminaries

It is assumed that:

Hypothesis 1. The second order ordinary differential equation

x00(t) = a(t)x0(t) + b(t)x(t), t ≥ 0,(2.1)

has a complex valued solution x = x0(t) such that x0(t) 6= 0 for all t ≥ 0,
where a, b : [0,+∞[→ R are locally integrable functions.

Here, it is considered as a perturbation of the equation (2.1), the second
order retarded functional differential equation

y00(t) = [a(t) + â(t)]y0(t) + b(t)y(t) + c(t, yt), t ≥ 0,(2.2)

where a, b : [0,+∞[→ R are locally integrable functions, {c(t, ·)}t≥0 is a
family of linear functional from the set of the locally integrable functions
[−τ, 0] → C, with τ > 0, into C and for every function y : [−τ,+∞[→ C
it is denoted yt(s) = y(t+ s) for all (t, s) ∈ [0,+∞[×[−τ, 0].

Remark 1. Notice that the equation (2.2) is the perturbation of equation
(2.1). The terms â(t)y0(t) and c(t, yt) are the perturbations which will
satisfy smallness conditions as it is mentioned below.

Hypothesis 2. Every member of the family {c(t, ·)}t≥0 leads the set of
the locally integrable functions [−τ, 0]→ R, with τ > 0, into R.

It is wanted to get an asymptotic formula for a solution of (2.2) which
is a small perturbation of x0. For that, one aditional definition and a
hypothesis are given.

Let

Φ(t, s) = exp

µZ t

s
[a(ξ)− 2λ0(ξ)]dξ

¶
,

for all t, s ≥ 0, where λ0 = x00
x0
.

Assume that:

Hypothesis 3. There are positive constants α and K such thatZ t

s
<e[a(ξ)− 2λ0(ξ)]dξ ≤ lnK − α|t− s|,

for all t, s ≥ 0, where λ0 =
x00
x0
and x0 is a solution of a non perturbed

second order linear equation (2.1) which satifies the Hypothesis 1.
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Then, under the Hypothesis 3, we have the following inequality:

|G(t, s)| ≤ Ke−α|t−s|,(2.3)

for all t, s ≥ 0, where

G(t, s) =

(
Φ(t, s), if <e

R t
s [a(ξ)− 2λ0(ξ)]dξ < 0

0, if else

When (2.1) is autonomous, i.e., a(t) = a0 and b(t) = b0 are real con-
stants we have

λ0 =
1

2
(a0 ±

q
a20 + 4b0),

which are roots of the characteristic equation of (2.1), i.e,

λ2 − a0λ− b0 = 0(2.4)

and the term

a(ξ)− 2λ0(ξ) = a0 − 2λ0 = −
d

dλ
[λ2 − a0λ− b0]

¯̄̄
λ=λ0

= ∓
q
a20 + 4b0,

is the difference between the two roots of the characteristic equation (2.4).

2.1. Procedure

We make the change of variables, y(t) = x0(t)z(t) for t ≥ 0 and we arrive
to the differential equation:

z00(t) = [a(t)− 2λ0(t)]z0(t) + â(t)[λ0z + z0]

+ c(t, e
R t+·
t

λ0(ξ)dξzt), t ≥ τ.(2.5)

For simplifying notations it is made c̃(t, ϕ) = c(t, e
R t+·
t

λ0(ξ)dξϕ) for every
locally integrable function ϕ : [−τ, 0]→ C. Let

f1(t) = c̃(t, 1) + â(t)λ0(t),

and f(t, µ) = â(t)µ(t)+c̃(t, [e
R t+·
t

µ(ξ)dξ−1])−µ(t)2. Then, for every solution
of the equation

µ0(t) = [a(t)− 2λ0(t)]µ(t) + f1(t) + f(t, µ), t ≥ 2τ + t0,(2.6)

we have that z(t) = e
R t
2τ

µ(s)ds is a solution of the equation (10), for
t ≥ 2τ .

Notice that f(t, 0) = 0.
The following steps are
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a) Consider

T : X → X,

where X = (X, k · k) is a suitable Banach space, defined by

(T µ)(t) =
( R+∞

t0+2τ
G(t, s)[f1(s) + f(s, µ)]ds, if t ≥ 2τ + t0

0, if t ∈ [t0 − τ, t0 + 2τ [.

(2.7)

b) Find an attractor fixed point for T : µ∞ ∈ X (µ∞ = T µ∞), so
equation (2.2) has a solution y such that

y(t) = x0(t)e

R t
t0
µ∞(ξ)dξ

,
y0(t) = [λ0(t) + µ∞(t)]y(t).

(2.8)

c) Since µ∞ is an attractor we have that µ∞ can be written as

µ∞ = T (0) +
+∞X
n=1

[T n+1(0)− T n(0)],(2.9)

in the chosen norm.

3. Cases

3.1. The perturbations â(t) and c(t, e
R t+·
t

λ0(ξ)dξ−) are bounded

Proposition 3. Let M , k1 and k2 be such that M ∈]0, α
2K [, k2 ∈]0, 1 −

2MK
α [ and k1 ∈]0, M

2K
2α [. Suppose that in equation (2.1), hypotheses 1, 2

and 3 are satisfied. Assume that in equation (2.2), â(t) and |c(t, e
R t+·
t

λ0(ξ)dξ−)|
are so small that satisfy ¯̄̄̄Z +∞

2τ
G(t, s)f1(s)ds

¯̄̄̄
≤ k1(3.1)

and Z +∞

2τ
e−α|t−s|[|â(s)|+ e

ατ
2K τ |c(s, e

R s+·
s

λ0(ξ)dξ−)|]ds ≤ k2.(3.2)

Then, equation (2.2) has a solution with the following formula
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y(t) = x0(t) exp
³R t
2τ

h
µ1(s) +

P+∞
n=1∆n(s)

i
ds
´
,

y0(t) =
h
λ0(t) + µ1(t) +

P+∞
n=1∆n(t)

i
y(t),

(3.3)

where

∆n(t) =

Z +∞

2τ
G(t, s)[f(s, µn)− f(s, µn−1)]ds,(3.4)

and the functions {µn}+∞n=0 are given by µ0 = 0
and

µn(t) =

( R+∞
2τ G(t, s)[f1(s) + f(s, µn−1)]ds, for t ≥ (n+ 1)τ

0, for t ∈ [0, (n+ 1)τ [

(3.5)

for n ∈ N.

Proof of Proposition 3 :
It can be proved that M , k1 and k2 satisfy

k1 +Mk2 +
M2K
α ≤ M2K

2α +M
³
1− 2MK

α

´
+ M2K

α

= M
³
1− MK

2α

´
< M

and k2 +
2MK
α < 1.

Then, if we consider B[0,M ] as the closed ball centered in 0 with ra-
dius M in (B([0,+∞[,R), k · k∞), then by the relations (3.1) and (3.2),
T (B[0,M ]) ⊆ B[0,M ] and the restriction

T : B[0,M ]→ B[0,M ]

is a contraction operator. So, there exists a unique

µ∞ ∈ B[0,M ] : T µ∞ = µ∞.

Then,

µ∞(t) =
Z +∞

2τ
G(t, s)[f1(s) + f(s, µ∞)]ds,(3.6)
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for t ≥ 2τ . From (2.8), the formula (3.3) is obtained.
To make the formula (3.3) easier to be understood, the following re-

marks are given.

Remark 2. Let λn(t) = λ0(t), for t ∈ [0, τ [ and

λn(t) = λ0(t) + µ1(t) +
nX

j=1

∆j(t), for t ≥ τ

and n ∈ N. Then, given n0 ∈ N, λn(t) = λn0(t), for t ∈ [0, (n0 + 1)τ [ and
n ≥ n0. So, (3.3) can be written as:

y(t) = exp

µZ t

0

∙
lim

n→+∞
λn(s)

¸
ds

¶
(c+ o(1)),

as t→ +∞.

Remark 3. If ∆k ∈ L1 for some k ∈ N, thenP+∞
m=k∆m ∈ L1. In this case

(3.3) can be written as

y(t) = exp

⎛⎝Z t

2τ

⎡⎣λ0(s) + µ1(s) +
n−1X
j=1

∆j(s)

⎤⎦ ds
⎞⎠ (ĉ+ o(1)),

as n→ +∞, for some ĉ ∈ C. Here Pn−1
j=1 ∆j(s) = 0 if n = 1.

3.2. The perturbations â(t) and c(t, e
R t+·
t

λ0(ξ)dξ−) are in Lp

Similar relations to (3.1) and (3.2) can be given for the cases where f1(t)
and f(t, µ) and µ are in Lp. So, we have the following result.

Proposition 4. Suppose that in equation (2.1), hypotheses 1, 2 and 3 are

satisfied. Assume that in equation (2.2), c(t, e
R t+·
t

λ0(ξ)dξ−) ∈ Lp for some
p ∈ [2n−1, 2n[ and n ∈ N. Then, (2.2) has a solution with the following
asymptotic formula

y(t) = x0(t) exp

⎛⎝Z t

2τ

⎡⎣µ1(s) + n−1X
j=1

∆j(s)

⎤⎦ ds
⎞⎠ (c+ o(1)),(3.7)

as t→ +∞, where the functions {∆j}+∞j=1, {µj}+∞j=0 are given by the relation
(3.4) and (3.5).
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Example 1: Consider the second order delayed differential equation

y00(t) = (a0 + â(t))y0(t) + (b0 + b̂(t))y(t) + ĉ(t)y(t− τ), t ≥ 0,(3.8)

where a0, b0 ∈ R such that a20 + 4b0 > 0 and â, b̂, ĉ ∈ L2. If we consider

x00(t) = a0x
0(t) + b0x(t), t ≥ 0,

as the equation (2.1) which has the following characteristic roots λ0± =
1
2(a0 ±

q
a20 + 4b0), then

a0 − 2λ0± = ∓
q
a20 + 4b0 = λ0∓ − λ0±.

Since a20 + 4b0 > 0, (2.3) is satisfied. In (2.2) we take,

c(t, ϕ) = b̂(t)ϕ(0) + ĉ(t)ϕ(−τ).
Then, when we consider λ0 = λ0−. So,

µ∞(t) =
Z +∞

t
e(λ0+−λ0−)(t−s)[â(s)λ0− + b̂(s) + e−λ0−τ ĉ(s)]ds+Θ(t),

for t ≥ 2τ , where

Θ(t) =
R+∞
t e(λ0+−λ0−)(t−s)

× [â(s)µ∞(s)

+ ĉ(s)e−λ0−τ
∙
e
R s+·
s

µ∞(ξ)dξ − 1
¸

− µ∞(s)2]ds.
Clearly, Θ ∈ L1.
Then, by integration by partsZ t

0
µ∞(s)ds =

1

λ0− − λ0+

Z t

0
[â(s)λ0− + b̂(s) + e−λ0+τ ĉ(s)]ds+ γ(t),

where limt→+∞ γ(t) = const. So, equation (3.8) has a solution y(t) such
that

y(t) = x0(t) exp

µ
1

λ0+ − λ0−

Z t

0
[â(s)λ0− + b̂(s) + e−λ0−τ ĉ(s)]ds

¶
(c+o(1)),

as t→ +∞.
Now, when we consider

x00
x0
= λ0 = λ0+ Then, (2.2) has a solution y

such that

y(t) = x0(t) exp

µ
1

λ0− − λ0+

Z t

0
[â(s)λ0+ + b̂(s) + e−λ0+τ ĉ(s)]ds

¶
(c+o(1)),

as t→ +∞.
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3.3. Equation (2.1) satisfies Hyp. 1 and a weaker hypothesis than

Hyp. 3 but perturbations â(t) and c(t, e
R t+·
t

λ0(ξ)dξ−) are in L1

Consider the following hypothesis

Hypothesis 4.
R t
s <e[a(ξ)− 2λ0(ξ)]dξ is bounded for all t, s : s ≥ t ≥ 0 or

lim
t→+∞

Z t

s
<e[a(ξ)− 2λ0(ξ)]dξ = −∞.

Under Hypothesis 4, the relations (3.1) and (3.2) can be extended for
the cases where f1(t) and f(t, µ) and µ are in L1 for a parameter t large
enough. So, we have the following result.

Proposition 5. Suppose that in equation (2.1), hypotheses 1, 2 and 4 are

satisfied. Assume that in equation (2.2), c(t, e
R t+·
t

λ0(ξ)dξ−) ∈ L1. Then,
(2.2) has a solution with the following asymptotic formula

y(t) = x0(t)(c+ o(1)),(3.9)

as t→ +∞, where the functions {∆n}+∞n=1, {µn}+∞n=0 are given by the relation
(3.4) and (3.5).

Example 1: Consider the equation

y00(t) + a2y(t) =
1

t2
y(t− τ), t ≥ 0,(3.10)

has solutions y0, y1 with the following asymptotic formulas

y0(t) = cos(at)(1 + o(1)) and y1(t) = sin(at)(1 + o(1)), as t→ +∞.
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