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Abstract

In this article we have studied on lacunary $I$-convergent sequences of fuzzy real numbers. We verify and establish some algebraic properties such as linearity, symmetric, convergence free etc. and also established some other results.
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1. Introduction

The concept of fuzzy set was introduced by L.A. Zadeh in 1965. Later on different classes of sequences of fuzzy numbers have been introduced and studied by some researchers in the recent past. The notion of fuzzy numbers has been applied by the researchers for studying sequences spaces from different aspects. Recently works on sequences of fuzzy real numbers has been done by Altinok, Altin and Et [1], Altin, Et and Colak [2], Altin, Mursaleen and Altinok [3], Bilgin [4], Savas [11], Tripathy and Baruah ([14], [15], [16]), Tripathy and Borgohain [16], Tripathy and Dutta ([17], [18]), Tripathy and Sarma [24] and many others.

A fuzzy real number $X$ is a fuzzy set on $\mathbb{R}$, more precisely a mapping $X : \mathbb{R} \rightarrow I = [0, 1]$, associating each real number $t$ with its grade of membership $X(t)$, which satisfy the following conditions:

(i) $X$ is normal if there exists $t_0 \in \mathbb{R}$ such that $X(t_0) = 1$.

(ii) $X$ upper-semi-continuous if for each $\varepsilon \geq 0$, $X^{-1}([0, a + \varepsilon))$, is open in the usual topology of $\mathbb{R}$, for all $a \in I$.

(iii) $X$ is convex, if $X(t) \geq X(s) \cap X(r) = \min(X(s), X(r))$, where $s < t < r$.

The class of all upper-semi-continuous, normal, convex fuzzy real numbers is denoted by $R(I)$.

The set of real numbers $\mathbb{R}$ can be embedded into $R(I)$, since each $r \in \mathbb{R}$ can be regarded as a fuzzy number $\bar{r}$ given by

$$\bar{r}(t) = \begin{cases} 1 & \text{for } t = r, \\ 0 & \text{for } t \neq r. \end{cases}$$

The additive identity and multiplicative identity of $R(I)$ are denoted by $\bar{0}$ and $\bar{1}$ respectively.

The $\alpha$-level set of a fuzzy real number $X$ is defined by

$$[X]_{\alpha} = \begin{cases} \{ t \in \mathbb{R} : X(t) \geq \alpha \} & \text{for } 0 < \alpha \leq 1, \\ \emptyset & \text{for } \alpha = 0. \end{cases}$$

Let $D$ be the set of all closed bounded intervals $X = [X^L, X^R]$ then we write $X \leq Y$ if and only if $X^L \leq Y^L$ and $X^R \leq Y^R$. We can
write \( d(X, Y) = \max[X^L - Y^L, X^R - Y^R], \) where \( X = [X^L, X^R] \) and \( Y = [Y^L, Y^R] \). It is can be easily verify that \((D, d)\) is a complete metric space.

Consider the mapping \( \tilde{d}: \mathbb{R}(I) \times \mathbb{R}(I) \to \mathbb{R} \) defined by
\[
\tilde{d}(X, Y) = \sup_{0 \leq \alpha \leq 1} d(X^\alpha, Y^\alpha), \text{ for } X, Y \in \mathbb{R}(I).
\]

Clearly \( \tilde{d} \) define a metric on \( \mathbb{R}(I) \) and \((\mathbb{R}(I), \tilde{d})\) is a complete metric space.

A fuzzy real-valued sequence \((X_k)\) is a function from the set of natural numbers into \( \mathbb{R}(I) \). It is denoted by \((X_k)\), where \( X_k \in \mathbb{R}(I) \), for all \( k \in \mathbb{N} \).

The set \( E^F \) of sequences taken from \( \mathbb{R}(I) \) is closed under addition and scalar multiplication defined as follows:

Let \( E^F \) be the class of sequence of fuzzy real numbers, the linearity of \( E^F \) can be understand as follows:

For \((X_k), (Y_k) \in E^F \) and \( r \in \mathbb{R} \),

(i) \((X_k) + (Y_k) = (X_k + Y_k) \in E^F \)

(ii) \(r(X_k) = (rX_k) \in E^F\),

where
\[
r(X_k)(t) = \begin{cases} X_k(r^{-1}t), & \text{if } r \neq 0, \\ 0, & \text{if } r = 0. \end{cases}
\]

A sequence \((X_k)\) of fuzzy real numbers is said to be convergent to the fuzzy real number \( X_0 \), if for every \( \varepsilon > 0 \), there exists \( k_0 \in \mathbb{N} \) such that \( \tilde{d}(X_k, X_0) < \varepsilon \), for all \( k \geq k_0 \).

A sequence \((X_k)\) of fuzzy real numbers is said to be bounded if \( \sup_k \tilde{d}(X_k, 0) < \infty \), equivalently, if there exist \( R^*(I) \) such that \( |X_k| \leq \mu \) for all \( n, k \in \mathbb{N} \), where \( R^*(I) \) denotes the set of all positive fuzzy real numbers.

2. Definitions and Preliminaries

A sequence \((X_k)\) of fuzzy real numbers is said to be convergent to the fuzzy real number \( X_0 \), if for every \( \varepsilon > 0 \), there exists \( k_0 \in \mathbb{N} \) such that
$d(X_k, X_0) < \varepsilon$ for all $k \geq k_0$. We denotes the set of sequences of fuzzy real numbers by $E^F$. We recall the following definitions:

**Definition 2.1.** A fuzzy real-valued sequence space $E^F$ is said to be normal (or solid) if $(X_k) \in E^F$, whenever $|X_k| \leq |Y_k|$ for all $k \in N$ and $(Y_k) \in E^F$.

**Definition 2.2.** A fuzzy real-valued sequence space $E^F$ is said to be symmetric if $(X_{\pi(k)}) \in E^F$, whenever $(X_k) \in E^F$, where $\pi$ is a permutation of $N$.

**Definition 2.3.** A fuzzy real-valued sequence space $E^F$ is said to be a sequence algebra if $(X_k, Y_k) \in E^F$, whenever $(X_k), (Y_k) \in E^F$.

**Definition 2.4.** A fuzzy real-valued sequence space $E^F$ is said to be convergence free if $(X_k) \in E^F$ whenever $(Y_k) \in E^F$ and $Y_k = 0$ implies $X_k = 0$.

By a lacunary $\theta = (k_r)(r = 0, 1, 2, 3, \ldots)$ where $k_0 = 0$, we mean an increasing sequence of non-negative integers with $h_r = k_r - k_{r-1} \to \infty$ as $r \to \infty$. The interval determined by is given by $J_r = (k_{r-1}, k_r]$ and the ratio $\frac{k_r}{k_{r-1}}$ is denoted by $q_r$.

The space of lacunary strongly convergent sequence $N_\theta$ was defined by Freedman, Sember and Rapheal [6] as follows:

$$N_\theta = \left\{ x = (x_k) : \lim_{r \to \infty} \frac{1}{h_r} \sum_{k \in k_r} |x_k - L|, \text{ for some } L \right\}$$

The space of lacunary strongly convergent sequences, which is convergent to 0 is given by

$$N^0_\theta = \left\{ x = (x_k) : \lim_{r \to \infty} \frac{1}{h_r} \sum_{k \in J_r} |x_k| = 0 \right\}$$

There is relation between the space $N_\theta$ and the space $|\sigma_1|$ of strongly Cesàro summable sequences. The space $|\sigma_1|$ is defined by

$$|\sigma_1| = \left\{ x = (x_k) : \lim_{n \to \infty} \frac{1}{n} \sum_{k=1}^{n} |x_k - L| = 0, \text{ for some } L \right\}$$
In special case when $\theta = (2^r)$, $N_\theta = |\sigma_1|$. The concept of statistical convergence in terms of lacunary sequences was studied by Fridy and Orhan [5]. The classes of lacunary fuzzy sequences was studied by Altinok, Altin and Et.[1], Altin, Et. and Colak [2], Bligin [4], Nuray [8], Tripathy and Dutta [26] and others.

The notion of $I$-convergence of real valued sequence was studied by Kostyrko, Salát and Wilczyński [7], Salat, Tripathy and Ziman ([9], [10]), Tripathy and Hazarika ([19], [20], [21]), Tripathy and Mahanta [22] and many others.

Definition 2.5. Let $X$ be a non-empty set, then a non-void class $I \subset P(X)$ (power set of $X$) is called an ideal if (i) $\emptyset \in I$, (ii) $I$ is additive i.e. $A, B \in I \subset A \cup B \in I$ and (iii) $I$ is hereditary i.e. $A \in I$ and $B \subset A \Rightarrow B \in I$.

An ideal $I$ is said to be non-trivial if $I \neq \emptyset$ and $X \notin I$.

Definition 2.6. A non-trivial ideal $I$ is said to be admissible if $I$ contains all singleton subsets of $X$ i.e. $\{x\} \in I$ for every $x \in X$.

Definition 2.7. A non-trivial ideal $I$ is said to be maximal if there does not exist any non-trivial ideal $J \neq I$ containing $I$ as a subset.

Definition 2.8. Let $X$ be a non-empty set then a non-void class $F \subset P(X)$ is said to be a filter on $X$ if and only if (i) $\emptyset \notin F$; (ii) For each $A, B \in F \Rightarrow A \cap B \in F$ and (iii) $A \in F, A \subset B \Rightarrow B \subset F$. For any ideal $I$ there is a filter $F(I)$ corresponding to $I$ given by

$$F(I) = \{K \subset N : N \setminus K \in I\}.$$  

Some particular cases of $I$-convergence of sequences are as follows:

(a) If we take $I = I_f = \{A \subset N : A$ is a finite subset$\}$. Then $I_f$ is a non-trivial admissible ideal and the corresponding convergence is the usual convergence of sequences.

(b) If we take $I = I_\delta = \{A \subset N : \delta(A) = 0\}$, where $\delta(A)$ denote the asymptotic (natural) density of the set, defined by $\delta(A) = \lim_{n \to \infty} \frac{1}{n} |\{k \leq n : k \in A\}|$, where the vertical bars indicate the cardinality of the set. Then
$I_\delta$ is a non-trivial admissible ideal and the corresponding convergence is known as statistical convergence.

The notion of statistical convergence has been investigated from different aspects and matrix classes have been characterized by Fridy and Orhan [5], Altin, Mursaleen and Altinok [3], Tripathy ([12], [13]), Tripathy and Baruah [15], Tripathy and Sarma [23], Tripathy and Sen [25] and others.

(c) If we take $I = I_d = \{ A \subset N : d(A) = 0 \}$, where $d(A)$ denote the logarithmic density of the set $A$, defined by $d(A) = \lim_{n} \frac{1}{s_n} \sum_{k=1}^{n} \frac{x_A(k)}{k}$, where $s_k = \sum_{k=1}^{n} \frac{1}{k}$. Then is a non-trivial admissible ideal and the corresponding convergence as the logarithmic convergence of sequences.

Let $\theta = (k_r)$ be a lacunary sequence. Then a sequence $(x_k)$ is said to be lacunary $I$-convergent to $L$ if for every $\varepsilon > 0$, \( \left\{ r \in N : h_r^{-1} \sum_{k \in J_r} |x_k - L| \geq \varepsilon \right\} \in I \). We write it as $I_\theta - \lim x_k = L$.

Let $\theta = (k_r)$ be a lacunary sequence. Then a sequence $(x_k)$ is said to be lacunary $I$-null if $L = 0$. We write it as $I_\theta - \lim x_k = 0$.

Let $\theta = (k_r)$ be a lacunary sequence. Then a sequence $(x_k)$ is said to be lacunary $I$-Cauchy if there is a subsequence $(x_{k_r})$ of $(x_k)$ such that $k_r \in I_r$, for each $r$ and for every $\varepsilon > 0$ such that \( \left\{ r \in N : h_r^{-1} \sum_{k \in J_r} |x_k - x_{k_r}| \geq \varepsilon \right\} \in I \).

A lacunary sequence $\hat{\theta} = (k'_r)$ is said to be a lacunary refinement of the lacunary sequence $\theta = (k_r)$ if $(k_r) \subset (k'_r)$.

We defined the above definitions for fuzzy real-valued sequences.

**Definition 2.9.** Let $\theta = (k_r)$ be a lacunary sequence. Then a sequence $(X_r)$ of fuzzy real numbers is said to be lacunary $I$-convergent to a fuzzy real number $L$ if for every $\varepsilon > 0$, such that
\[
\left\{ r \in N : h_r^{-1} \sum_{k \in J_r} \bar{d}(X_k, L) \geq \varepsilon \right\} \in I.
\]

**Definition 2.10.** Let \( \theta = (k_r) \) be a lacunary sequence. Then a sequence \((X_k)\) of fuzzy real numbers is said to be lacunary \(I\)-Cauchy if there is a subsequence \((X_{k_r})\) of \((X_k)\) such that, for each \(r\) and for every \(\varepsilon > 0\) such that

\[
\left\{ r \in N : h_r^{-1} \sum_{k \in J_r} \bar{d}(X_k, X_{k_r}) \geq \varepsilon \right\} \in I.
\]

Throughout \((c^I_0)_\theta^F\) and \((c^I)_\theta^F\) will represent respectively the sets of lacunary \(I\)-null and lacunary \(I\)-convergent sequences of fuzzy real numbers and \(I\) is neither maximal nor finite.

### 3. Main results

**Theorem 3.1.** Let \((X_k)\) and \((Y_k)\) be sequences of fuzzy real numbers. Then

(a) If \(I_\theta - \lim X_k = X_0\) then \(I_\theta - \lim c X_k = c X_0\), for \(c \in \mathbb{R}\).

(b) If \(I_\theta - \lim X_k = X_0\) and if \(I_\theta - \lim Y_k = Y_0\), then \(I_\theta - \lim (X_k + Y_k) = X_0 + Y_0\).

**Proof.** (a) Let \(I_\theta - \lim X_k = X_0\) and \(X^\alpha_k\) denote the \(\alpha\)-level set of \(X_k\), where \(\alpha \in [0, 1]\).

Since \(d(cX^\alpha_k, cX^\alpha_0) = |c|d(X^\alpha_k, X^\alpha_0)\), for \(c \in \mathbb{R}\).

\[
\Rightarrow \sup_{\alpha} d(cX^\alpha_k, cX^\alpha_0) = |c| \sup_{\alpha} d(X^\alpha_k, X^\alpha_0).
\]

\[
\Rightarrow \bar{d}(cX_k, cX_0) = |c|\bar{d}(X_k, X_0).
\]

Now for a given \(\varepsilon > 0\).

\[
\left\{ r \in N : \frac{1}{h_r} \sum_{k \in J_r} \bar{d}(cX_k, cX_0) \geq \varepsilon \right\} \leq \left\{ r \in N : \frac{1}{h_r} \sum_{k \in J_r} \bar{d}(X_k, X_0) \geq \frac{\varepsilon}{|c|} \right\}.
\]

Hence it follows that \(I_\theta - \lim c X_k = c X_0\).
Let \( I_\theta - \lim X_k = X_0, I_\theta - \lim Y_k = Y_0 \) and \( X_k^\alpha \) denote the \( \alpha \)-level set of \( X_k \), where \( \alpha \in [0, 1] \).

Then we have

\[
d(X_k^\alpha + Y_k^\alpha, X_0^\alpha + Y_0^\alpha) \leq d(X_k^\alpha, X_0^\alpha) + d(Y_k^\alpha, Y_0^\alpha)
\]

\[
\Rightarrow \sup_\alpha d(X_k^\alpha + Y_k^\alpha, X_0^\alpha + Y_0^\alpha) \leq \sup_\alpha d(X_k^\alpha, X_0^\alpha) + d(Y_k^\alpha, Y_0^\alpha)
\]

\[
\Rightarrow \bar{d}(X_k^\alpha + Y_k^\alpha, X_0^\alpha + Y_0^\alpha) \leq \bar{d}(X_k^\alpha, X_0^\alpha) + \bar{d}(Y_k^\alpha, Y_0^\alpha).
\]

For a given \( \varepsilon > 0 \), we have,

\[
\left\{ \left\{ r \in N : \frac{1}{h_r} \sum_{k \in J_r} \bar{d}(X_k + Y_k, X_0 + Y_0) \geq \varepsilon \right\} \right\} = \left\{ \left\{ r \in N : \frac{1}{h_r} \left( \sum_{k \in J_r} \bar{d}(X_k, X_0) + \sum_{k \in J_r} \bar{d}(Y_k, Y_0) \geq \varepsilon \right) \right\} \right\}
\]

\[
\leq \left\{ \left\{ r \in N : \frac{1}{h_r} \sum_{k \in J_r} \bar{d}(X_k, X_0) \geq \frac{\varepsilon}{2} \right\} \right\} + \left\{ \left\{ r \in N : \frac{1}{h_r} \sum_{k \in J_r} \bar{d}(Y_k, Y_0) \geq \frac{\varepsilon}{2} \right\} \right\}.
\]

Hence it follows that \( I_\theta - \lim (X_k + Y_k) = X_0 + Y_0 \).

**Theorem 3.2.** Let \( (X_k), (Y_k) \) and \( (Z_k) \) be fuzzy real valued sequences such that

(i) \( (X_k) \leq (Y_k) \leq (Z_k) \),

(ii) \( I_\theta - \lim X_k = I_\theta - \lim Z_k = L \).

Then \( I_\theta - \lim Y_k = L \).

**Proof.** Since \( I_\theta - \lim X_k = L \) and \( I_\theta - \lim Z_k = L \), for a chosen \( \varepsilon > 0 \), we have

\[
\left\{ r \in N : \frac{1}{h_r} \sum_{k \in J_r} \bar{d}(X_k, L) \geq \varepsilon \right\} \in I
\]
and
\[ \left\{ r \in N : \frac{1}{h_r} \sum \bar{d}(Z_k, L) \geq \varepsilon \right\} \in I. \]

Then the sets \( A = \left\{ r \in N : \frac{1}{h_r} \sum \bar{d}(X_k, L) < \varepsilon \right\} \) and \( B = \left\{ r \in N : \frac{1}{h_r} \sum \bar{d}(Z_k, L) < \varepsilon \right\} \) contained in the filter \( F(I) \). Now consider the set \( C = \left\{ r \in N : \frac{1}{h_r} \sum \bar{d}(Y_k, L) < \varepsilon \right\} \). It is clear that \( C \supseteq A \cap B \) and since \( A \cap B \in F(I) \Rightarrow C \in F(I) \). Thus \( C = \left\{ r \in N : \frac{1}{h_r} \sum \bar{d}(Y_k, L) \geq \varepsilon \right\} \in I \). This completes the proof.

**Theorem 3.3.** If \( \hat{\theta} \) is a lacunary refinement of \( \theta \) and \( I_{\hat{\theta}} - \lim X_k = X_0 \) then \( I_{\theta} - \lim X_k = X_0 \).

**Proof.** Suppose each \( J_r(= (k_r, k_{r+1})) \) of \( \theta \) contains a point \( \{ k_{r,i} \} \) of \( \hat{\theta} \), where \( v(r) \geq 1 \) for all \( r \) such that
\[ k_{r-1} < k_{r,1} < k_{r,2} < \ldots < k_{r,v(r)} = k_r, \]
where \( J_{r,i} = (k_{r,i}, k_{r,i+1}) \). Let \( \{ J^*_r \}_{r=1}^\infty \) be the sequence of intervals \( \{ J^*_r \} \) ordered by increasing right ends points. Since \( I_{\hat{\theta}} - \lim X_k = X_0 \), for a given \( \varepsilon > 0 \), we have, \( \left\{ i \in N : \frac{1}{h_i} \sum \bar{d}(X_k, X_0) \geq \varepsilon \right\} \in I \).

\[ \left\{ r \in N : \frac{1}{h_r} \sum \bar{d}(X_k, X_0) \geq \varepsilon \right\} \subseteq \left\{ i \in N : \frac{1}{h_i} \sum \bar{d}(X_k, X_0) < \varepsilon \right\} \in I, \] [using (1)].

Hence \( I_{\theta} - \lim X_k = X_0 \).

This completes the proof.

**Theorem 3.4.** The classes of sequence \( (c^I_{\theta})^E \), \( (c^I_{\hat{\theta}})^E \) are not symmetric in general.

**Proof.** The proof follows from the following example:
Example 3.1. Let $I \neq I_f$ and $\theta = (3')$ be a lacunary sequence. Consider $(X_k) \in Z$, where $Z = (c^I_0)^F, (c^I_0)^F$ defined as follows:

For $k = i^2, i \in N$,

$$r(X_k)(t) = \begin{cases} 0, & \text{for } t \leq -\sqrt{k}, \\ -k^{-1}t^2 + 1, & \text{for } -\sqrt{k} \leq t \leq \sqrt{k}, \\ 0, & \text{for } t \geq \sqrt{k}. \end{cases}$$

$X_k = 0$, for $k \neq i^2, i \in N$.

Then $(X_k) \in Z$, for $Z = (c^I_0)^F, (c^I_0)^F$.

Now consider the rearrangement $(Y_k)$ of $(X_k)$ defined as follows

$$Y_k(t) = X_k(t), \text{ for } k \text{ even},$$

$$Y_k = 0, \text{ otherwise}.$$  

We observe that $(Y_k) \notin Z$, for $Z = (c^I_0)^F, (c^I_0)^F$. This completes the proof.

Theorem 3.5. The classes of sequence $(c^I_0)^F, (c^I_0)^F$ are not convergence free in general.

Proof. The proof follows from the following example.

Example 3.2. Let $I \neq I_f$ and $\theta = (3')$ be a lacunary sequence. Consider the fuzzy real-valued sequence $(X_k)$ defined as follows:

For $k \notin i^2, i \in N$,

$$(X_k)(t) = \begin{cases} 0, & \text{for } t \leq -k^{-1}, \\ \{(kt)^2 + 1\}, & \text{for } -k^{-1} \leq t \leq k^{-1}, \\ 0, & \text{for } t \geq k^{-1}. \end{cases}$$

and

$X_k = 0$, for $k = i^2, i \in N$.

It is clear that $(X_k) \in Z$, for $Z = (c^I_0)^F, (c^I_0)^F$. 

Now consider the sequence \((Y_k)\) defined as follows:

For \(k \neq i^2, i \in N\),

\[
(Y_k)(t) = \begin{cases} 
0, & \text{for } t \leq -k^2, \\
-k^{-4}t^2 + 1, & \text{for } -k^2 \leq t \leq k^2, \\
0, & \text{for } t \geq k^2.
\end{cases}
\]

\(Y_k = 0\), for \(k = i^2, i \in N\)

It is clear that \((Y_k) \notin Z\), for \(Z = (c_0^I)_\theta, (c^I)_\theta\). Hence \((c_0^I)_\theta, (c^I)_\theta\) are not convergence free in general. This completes the proof.

**Theorem 3.6.** The classes of sequence \((c_0^I)_\theta, (c^I)_\theta\) are not sequence algebra in general.

**Proof.** We shall prove for the space \((c^I)_\theta\) and for the other space it can be prove similarly. The proof follows from the following example.

**Example 3.3.** Let \(I \neq I_f\) and \(\theta = (3^r)\) be a lacunary sequence.

Consider the sequences \((X_k), (Y_k)\) defined as follows

For \(k = i^2, i \in N\),

\[
(X_k)(t) = \begin{cases} 
1 + tk^{-\frac{1}{2}}, & \text{for } -\sqrt{k} \leq t \leq 0, \\
1 - tk^{-\frac{1}{2}}, & \text{for } 0 \leq t \leq \sqrt{k}, \\
0, & \text{otherwise.}
\end{cases}
\]

\(X_k = 0\) for \(k \neq i^2, i \in N\).

\[
(Y_k)(t) = \begin{cases} 
1 + tk^{-\frac{1}{2}}, & \text{for } -\sqrt{k} \leq t \leq 0, \\
1 - tk^{-\frac{1}{2}}, & \text{for } 0 \leq t \leq \sqrt{k}, \\
0, & \text{otherwise.}
\end{cases}
\]

\(Y_k = 1\) for \(k \neq i^2, i \in N\).

We observe that \((X_k), (Y_k) \in (c^I)_\theta\) and \((X_k \otimes Y_k) \notin (c^I)_\theta\). This completes the proof.
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