Proyecciones Journal of Mathematics
Vol. 30, N° 2, pp. 149-161, August 2011.
Universidad Catdlica del Norte

Antofagasta - Chile
DOI: 10.4067/S0716-09172011000200002

Robust cubically and quartically iterative
techniques free from derivative

F. SOLEYMANI
ISLAMIC AZAD UNIVERSITY, IRAN
and
V. HOSSEINABADI
ISLAMIC AZAD UNIVERSITY, IRAN

Received : November 2010. Accepted : May 2011

Abstract

Constructing of a technique which is both accurate and derivative-
free is one of the most important tasks in the field of iterative pro-
cesses. Hence in this study, convergent iterative techniques are sug-
gested for solving single variable nonlinear equations. Their error
equations are given theoretically to show that they have cubic and
quartical convergence. Per iteration the novel schemes include three
evaluations of the function while they are free from derivative as
well. In viewpoint of optimality, the developed quartically class reaches
the optimal efficiency index 43 ~ 1.587 based on the Kung-Traub
Hypothesis regarding the optimality of multi-point iterations without
memory. In the end, the theoretical results are supported by numerical
examples to elucidate the accuracy of the developed schemes.
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1. Introduction and Background Literature

Assume that f : D C R — R be a sufficiently smooth scalar function in
the open interval D = (a,b). Determining the (simple or multiple) roots
of the nonlinear equations has attracted the attention of pure and applied
mathematicians for many years. Many problems can be formulated in terms
of estimating the zeros of such nonlinear functions. In general, these zeros
cannot be expressed in closed form. Thus, finding an approximation to the
solution of the nonlinear equation f(z) = 0 has been considered by many
researchers up to now [13, 14]. For the most part, the root solvers are
divided into two categories, methods in which we use the derivatives of the
function [8, 10, 11] and the methods in which we do not use any derivative
of the given function [7, 9]. Clearly, derivative-involved techniques are not
applicable in real-world circumstances always. Because the evaluation of
the derivatives takes up a great deal of time and occasionally, the functions
are not differentiable in the neighborhood wherein their roots are located.
Therefore, derivative-free methods are now more in focus by researchers.
The first derivative-free scheme was mooted by Steffensen in [15] as

follows
f(wn)2
flzn + f(zn)) — f(xn)’

with second order of convergence. Note that (1.1) was obtained through
forward finite difference approximation for the first derivative of the func-
tion in the Newton’s iteration and we should remark that backward finite
difference could also be considered in this procedure. Steffensen’s method
has the efficiency index 1.414. As an another example, the derivative-free
method of Sidi [7] of order at most two is given in the form below

(1.1) Tptl = Ty —

1.2 Tptl =Tp ———————, n=k,k+1,...
with xg,21,...,2r as initial points to be provided by the user. Remind

that this is a generalization of Secant method to reach the order two in
its limitation case. In this method, it is also considered p, x(x) = f(zy) +

Zf:l f[$n7 Tn—15---, mn*i] H;;%)(:E - xn*j)? and
k i—1
(1.3) p;z,k(fﬂ) = flzn, Tn-1] + Zf[xnal'nfla cees Tp—i] H(ZE — Tn—j),
i=2 j=1
where f[x,, Tp_1,...,2,—;] are divided differences of f(z). This technique

is far from a good efficiency index, because with three points per iteration,
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it possesses 1.839 as the order and 1.225 as the index of efficiency.

Dehghan and Hajarian in [2] proposed a cubically derivative-free scheme
in the form below, which also includes three evaluations of the function per
iteration

. F(n)?
(1.4) { Yn = Tn = Tt fon) T @n)’

_ _ F (@) [f (yn)+f(2n)]
Tnt1 = Tn = Flznt f(@n)—f (@n)’

and possesses 1.442 as the efficiency index.
In 2010, a fourth-order derivative-free method [6] was given by Liu et
al. in the following form

oSG2
(1.5) T T TG ]
Tn+l = Yn — o f[xy:,éﬁ2 S f(yn)a

wherein z, = z, + f(z,). This technique consists of three evaluations
of the function per iteration to obtain the fourth-order convergence. And
hence 1.587, is its efficiency. Note that (1.5) is an optimal two-step method
according to the still un-proved conjecture of Kung and Traub concern-
ing the optimality of multi-point iterations without memory [5]. A multi-
point method without memory reaches the optimal efficiency index 2(n—1)/n
where n is the total number of evaluations per full cycle.

In 2011, Soleymani and Hosseinabadi [9] provided the following cubi-
cally iterative method

{ Yn = Tn Flznwn]’

w1 = o~ 7+ L+ 27

(1.6)

where f[x,,w,] is divided differences of f(zy), f(wy,) = f(x, + f(zy,)) and
could be given by f[x,,w,] = %

To see more on this topic, we refer the readers to the literatures [1,
3, 4, 12]. Contents of this paper are summarized in what follows. In
Section 2, our novel contributions are constructed by considering a two
steps cycle (predictor-corrector) in which the derivative in the quotient
of the new Newton’s iteration (the corrector part) is estimated such that
the orders three and particulary four, namely, optimal according to the
Kung-Traub Hypothesis (1974) be attained. Our derivative-free method
and class of methods without memory are supported with detailed proofs
in this section to verify the construction theoretically. In Section 3, it will
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be observed that the computed results listed in Table 2, completely support
the theory of convergence and efficiency analyses discussed in Section 2 for
the suggested cubically and quarticaly methods. Moreover, it can be seen
that in majority of the problems the accuracy of the presented optimal
fourth-order methods is higher than the respective competitors in terms of
the number of significant digits gained by each method. Thus, the presented
schemes (specially the optimal ones) can be of practical interest. Finally, a
short conclusion is given in Section 4.

2. Construction of the Novel Methods

In this section, we look for accurate derivative-free methods in which there
are three evaluations of the function per iteration and they possess the effi-
ciency indices 1.442 and 1.587. For this reason, we take into consideration
the following two-step cycle

91 Yn = Tn (zn)’
( ’ ) (yn)
Tt = Yn = Py

in which there are four evaluations per iteration. To achieve our goal, we
must solve two problems in the cycle (2.1). The problems are as follows.
First, it consists of two derivative evaluations and second, it has four eval-
uations per iteration. Accordingly, we approximate the first derivative of
the function in the second step f’(y,), using all previous known data, i.e.
f(zy), f'(z,) and f(y,). By using the Barrow’s rule, we have

22) Pl = )+ [ o

We assume that the integral in (2.2) is estimated by a combination of
known values, i.e., f(x), f(yn), f'(z5) in the following form

(23) ")t = af (n) + BF(un) + 7 (0):

Tn

At this time, the most important challenge is to attain the real-valued
parameters «, 3 and 7y as efficiently as possible such that the order of (2.1)
does not decrease. Hopefully, by considering the validness of the equa-
tion (2.3) in the following three equations f(t)=constant, f(t) = t, and
f(t) = t2, we can attain the three unknown real parameters. In fact, by
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substituting the known values in the considered three equations, we have a
linear system of three equations with three unknowns as follows

a+B=0,
(2.4) oz + Byn +v =0,
O“T% + By?z + 2vx, = Q(yn - l’n)-

By solving the system of linear equations (2.4), we obtain

2
a= xn_2yn’
(25) /B = —Tn+Yn’
v=-2

Hence, by considering (2.5) in (2.3), we have

2 fn) + ——— fly) — 2 (),

Tn — Yn —Tn + Yn

(2.6) /x "yt =

and eventually by applying (2.6) in (2.2), an approximation for f/(y,) is
obtained in the following form

2 2

f%%ﬁ::fxxn)+fm1—ynf@%)+f:57132f@n)
1) —of () = 2Ly

Note that by using the divided differences, we attain f’(y,) = 2f[yn, Tn]—
f'(z,,) and as a result, relation (2.1) with four evaluations per iteration is
reduced to the following case with three evaluations per iteration

2.8 Un = Tn ~ friey,
(2.8) fyn)

Intl = Yn = oflyn zn]—F(@n)”

Our aim is not fulfilled yet, because (2.8) is not derivative-free. To
remedy this, we should approximate the first derivative f'(z,) efficiently.
Now, the backward finite difference approximation f/(x,) = (f(zn)—f(zn—
h))/h 4+ O(h) with h = f(z,,) is taken into consideration in the cycle (2.8)
to estimate f’(x,) effectively. Thus, we attain the following contributed
derivative-free method

o f(zn)?
(2.9) Yn = En T )= Fn =T
= I T S ) g wn]—(f (2n) =T En=F@n))
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The method (2.9) consists of three evaluations of the function per iter-
ation while it is derivative-free and reaches the order of convergence three.
The forward finite difference approximation can also be considered in ap-
proximating of f’(z,) in (2.8). Theorem 1 demonstrates its error equation.

Theorem 1. Let the scalar function f be sufficiently smooth in the real

open domain D. Further assume that « is its simple root. Then the tech-
nique (2.9) satisfies the follow-up error equation

1
(2.10) ent1 = (=1 + C—)cgei +0(e}).
1

Proof. To demonstrate that (—1 + é)c% is the asymptotic error constant

of (2.9) where ¢; = f(j;!(o‘),j > 1, we expand any terms of (2.9) around the
simple root « in the nth iterate. Thus, we write f(z,) = cie, + cae? +

czed + cuet + O(ed). Hence, we obtain

f($n)2
(—2+ (24 c)e)d + a2+ (=3 +c)e)es) 3

(2.11) + = e +0(el).
1

1
Ty — —a= (=14 —)c2e?
C1

In the same vein, we have f(y,) = (c2 — c1c2)e? + ((2 — % —c1)c3 +
(=2 +c1)(—=1+cr)es)ed + O(el), and

2f(xn) fyn, zn] — (f(zn) = f(2n — f(20)))
(=2 +c)( + (=1 +cr)eics) 5

(2.12) > e+ O(ed).
1

1
= (—1+—)coel+
c1

Finally, the Taylor expansion in the last step of (2.9) using relation
(2.12) gives us

1
(2.13) ent1 = Tpy1 —a = (—1+ a)cgei +0(e}),

which shows that the method (2.9) is of order three with only three evalua-
tions per iteration. As a consequence, the efficiency index of (2.9) is 1.442,
which is greater than 1.225 of (1.2)’s, 1.414 of (1.1)’s, and is equal to 1.442
of (1.4)’s and (1.6)’s. This completes the proof.



Robust cubically and quartically iterative ... 155

Unfortunately, due to the use of backward (or forward) finite difference
for approximating f’(z,) in (2.8), we have obtained a cubically conver-
gent method, which is not optimal in terms of Kung-Traub Conjecture on
optimal multi-point methods without memory. To overcome on this and
subsequently have an iteration, which is derivative-free and optimal with
1.587 as the index of efficiency, we apply a weight function in the second
step of our two-step cycle to reach the optimality as comes next

(2.14) Yn = Tn = Flug,aa]
Tn4+1 = Yn — 2f[yn,a:{j?inf)[wn,mn] [G(t)]>

wherein G(t) is a real-valued weight function, ¢ = J{((g)z)), flwn, z,] =

% and w, = x, — f(x,). Taylor’s series expanding at this time

around the simple root manifests that

(—1+e1)ea(~14G(0)e2
C1

En+l = Tpt1 — =

((=2+c1)(—1+cr)eres(—14G(0)) +¢3(2-2G(0)+c1 (—2+¢1+G(0)—G' (0))+G'(0))) o3
C% n

(2.15) +0(ed).

Clearly, by applying the approach of weight function as above, the order
of convergence will arrive at four by consuming only three evaluations of
the function per full cycle when G(0) = 1, G'(0) = flwy, z,] and | G (t) |<
0o. Thus, by taking into consideration of these conditions on the weight
function, the order of convergence for the class of two-step derivative-free
methods without memory (2.14) is four and its error equation reads the
following

(=1 +ci)eo (—2(—1 +ci)eres + B3 (—24+2(=14ci)er + G”(O)))

4 5
e, + O(ey).
2¢8

En+1 =

(2.16)

Hence, we could write, as an example from our class (2.14), the following
contributed iterative method in which there are only three evaluations of
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the function per full iteration

2.17 U = Tn = T,
(2.17) . . f(yn) [1+ flwn, @ ]f(yn)]
n+1 = Yn 2 Tumo@n]—Fwn ] s Lnl Flp, )l

Theorem 2. Let the scalar function f be sufficiently smooth in the
real open domain D. Further assume that « is its root. Then the technique
(2.17) which is a generalization of (2.9) is of optimal order four and satisfies
the error equation below

(14 (—2+ cl)c%)cgg— (—1+ 61)2616263)efl L o),
51

(218) En+l =

Proof. To demonstrate that ((1+(—2+4-c1)c?)c3—(—1+c1)?cicacs)/c} is the
asymptotic error constant of (2.17), we find the Taylor’s series expansion
of any terms in (2.17). Symbolic computations results in relations (2.11)-
(2.13) again. Thus, it is only required to obtain

f(yn) f(yn)
2f[Yns Tn] — flwn, T4 f(wn)

1+ flwn, 2] T2 = (<1 4 D)epe?
C1

24 (-24c1)e)E+c1(2+ (-3 +¢1)e)e 1
L2 o) 2 12+ ( ver) 3)e;";+§((3+c1(—5+<5—2c1)cl))cg

+2c1(=3+c1(4+(—=3+c1)er))eacs — L+ c1)cF (B+ (=3+cr)er)eaen + O(e))).
(2.19)

Now using (2.19) and the last step of (2.17) results in

14 (=24 ¢1)A)B = (=14 ¢1)2%c¢1e9¢
€n+l = Tn41 — @ = (( ( 1) 1) ig ( ) ercs 3)6;1L+O(62)
1

(2.20)

This shows that (2.17) is a fourth-order method consuming only three
evaluations per iteration. Consequently, its efficiency index is 4'/3 ~ 1.587,
which is optimal and greater than that of (2.9) and is equal to that of (1.5).
This completes the proof.
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Note that some typical formats of the weight function G(¢) which satis-
fies the conditions G(0) = 1, G'(0) = flwp, z,] and | G”(t) |< co and make
(2.14) optimal are given in Table 1. As an another instance according to
Table 1, we can produce the following optimal efficient two-step three-point
(we mean three different points z,, w,, and y, are in use per computing
step) without memory derivative-free method

. f(zn)
Yn = Tn = Fluw, za]?
. fyn)
(2.21 Tn+1 = Yn — 2fYn,Tn]— Flwn,Tn] X

[+ flwn, 2 HES 4 (1= (Flwn, 0] = 1) Flwn, 2a]) (F25)2).

Table 1. Some typical formats of the weight function G(t).

Weight Function Form 1 Form 2

G(t) 1+ flwn, p)t 14 flwn, zp]t+y 246 ¢3, vy and § in R

3. Numerical Computations

The practical utilities of (2.9), (2.17) and (2.21) are given by solving a cou-
ple of numerical examples and comparison with other well-known methods
of different orders in this section. We have used the second order method
of Steffensen (SM2), the third-order scheme of Dehghan and Hajarian
(DHM3), the fourth-order scheme of Liu et al. (LM4) and our novel con-
tributed techniques (2.9), (2.17) and (2.21). Note that iteration is the
repetition of a particular process like a generalized rule that we adopt in
the first step and later implement it to the succeeding steps. The number
of iterations used in obtaining the result of a particular problem is an im-
portant factor that decides the length of the solution of a problem. Hence,
it is preferable to have a process that requires lesser number of iteration
to reach its final solution in better way, like (2.17) and (2.21). The test
functions and their simple roots are given as follows:

fil@) = VaT £ 8sin(F) + o5 — VB + &, a1 = -2,

fa(x) = Va2 + 22 + 5 — 2sin(z) — 22 + 3, ag ~ 2.331967655883964,
falz) =sinl(z? — 1) — £ 41, as ~ 0.594810968398369,
Fa(z) = 2% — 8zt + 2423 — 1, a ~ 0.361079894525022,
F3(x) = (1 + cosz)(e* — 2), a5 ~ 0.693147180559945.
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Table 2. Comparison of different derivative-free methods (TNE=12).

Functions Guess SM2 DH3 LM4 (2.9) (2.17) (2.21)
[f1] -2.1 0.1e-104  0.7e-118  0.5e-337  0.5e-157 0.2e-301  0.1e-303
|f1] -1.8 0.2e-71 0.1e-70 0.5e-203  0.1e-76 0.4e-172  0.2e-216
| f1] -2.3 0.5e-84 0.3e-93 0.5e-247  0.2e-107 0.1e-220 0.1e-221
| f2] 2.4 0.1e-127  0.7e-186 0.3e-444 0.4e-130 0.2e-359  0.4e-369
| f2] 2.9 0.2e-69 0.3e-111  0.5e-211  0.2e-40 0.8e-71 0.7e-75

| fa] 2 0.3e-82  0.4e-117 0.9e-267 0.7e-132  0.1e-289  0.2e-291
| f3] 0.1 0.5e-84 0.8e-95 0.1e-183 0.2e-135 0.1e-379  0.7e-427
|f3] 1 0.5e-22 0.2e-22 0.1e-106  0.1e-102  0.2e-284 0.1e-318
| f3] 1.2 0.3e-11 0.4e-10 0.3e-77 0.5e-79 0.1e-212  0.5e-239
| fal 0.35  0.3e-36  0.ledl  0.1e-230 0.2e-53  0.4e-178  0.9e-268
| fal 0.38 0.3e-28 0.2e-35 0.6e-197  0.2e-37 0.1e-114  0.1e-172
1A 032  06e2  04e2  0.7e-62  Div. 0.le-d  0.5e-23

| /5] 0.5 0.1e-51 0.9e-41 0.2e-155 0.3e-100  0.1e-257  0.3e-261
| f5] 0.1 Div. Div. Div. 0.1e-75 0.5e-135 0.1e-138
| f5] 1.3 Div. Div. Div. 0.2e-38 0.2e-64 0.1e-92

The results are summarized in Table 2 in terms of accuracy when the
Total Number of Evaluations is 12 (TNE=12), six iterations of SM2 and
4 iterations of the DH3, LM4, (2.9), (2.17), and (2.21). In our numerical
comparisons, we have used the stopping criterion |f(z,)] < 10740, As
Tables 2 manifests, our contributed methods are accurate and efficient in
contrast to the other high-order schemes. Based upon Table 2, if initial
approximations are sufficiently close to the wanted roots, then only three
iterations are necessary in most practical problems for any method of our
optimal class. That is to say, from the results shown in Table 2 and a
number of numerical experiments we conclude that the proposed class of
two-step methods is quick. We have checked that the sequence of iterations
converge to an approximation of the solution for nonlinear equations in our
numerical works. We note that an important problem of determining good
starting points appears when applying iterative methods for solving non-
linear equations. Also note that a quick convergence, one of the advantages
of multi-point methods, can be attained only if initial approximations are
sufficiently close to the sought roots; otherwise, it is not possible to realize
the expected convergence speed in practice.
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4. Conclusions

One of the most important techniques to study nonlinear equations is the
use of iterative processes, starting from an initial approximation xg, called
pivot, successive approaches (until some predetermined convergence crite-
rion is satisfied) x, are computed, n = 1,2,... with the help of certain
iteration function. Certainly Newton’s method (second-order) is the most
useful iteration for this purpose. In this case, we need to evaluate a deriva-
tive in each step, which is indeed the main difficulty. Steffensen’s method
(second order) can be considered as a simplification of original Newton’s
method, but Steffensen’s iteration has a low efficiency index as well. Hence
in the language used so far, convergent third- and fourth-order methods in
which there are three evaluations of the function and no derivative evalu-
ation have discussed. The novel schemes reach the 1.442 and 1.587 as the
efficiency indices and mostly perform well. In light of these strong points,
the contribution (specially the optimal developed schemes) in this article
can be viewed as powerful and robust techniques for solving one variable
nonlinear equations. Our next aim is to build optimal without memory
three-step four-point methods free from derivative according to the sug-
gested class of optimal fourth-order methods (2.14) in this paper.
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