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Abstract

In previous studies, the effectiveness of the Half-Sweep Geometric
Mean (HSGM) iterative method has been shown in solving first and
second kind linear Fredholm integral equations using repeated trape-
zoidal (RT) discretization scheme. In this work, we investigate the
efficiency of the HSGM method to solve dense linear system gener-
ated from the discretization of the second kind linear Fredholm in-
tegral equations by using repeated Simpson’s 1

3 (RS1) scheme. The
formulation and implementation of the proposed method are also pre-
sented. In addition, several numerical simulations and computational
complexity analysis were also included to verify the efficiency of the
proposed method.
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1. Introduction

Integral equations of various types play an important role in many fields of
science and engineering. On the other hand, integral equations are encoun-
tered in numerous applications in many fields including continuum mechan-
ics, potential theory, geophysics, electricity and magnetism, kinetic theory
of gases, hereditary phenomena in physics and biology, renewal theory,
quantum mechanics, radiation, optimization, optimal control systems, com-
munication theory, mathematical economics, population genetics, queuing
theory, medicine, mathematical problems of radiative equilibrium, parti-
cle transport problems of astrophysics and reactor theory, acoustics, fluid
mechanics, steady state heat conduction, fracture mechanics, and radia-
tive heat transfer problems [25]. The most frequently investigated integral
equations are Fredholm linear equation and its nonlinear counterparts. In
this paper, linear Fredholm integral equations of the second kind are con-
sidered. Generally, second kind linear integral equations of Fredholm type
in the generic form can be defined as follows

λy(x)−
Z
Γ
K(x, t)y(t)dt = f(x),Γ = [a, b], λ 6= 0(1.1)

where the parameter λ, kernel K and free term f are given, and y is the
unknown function to be determined. Kernel K is called Fredholm kernel
if the kernel in Eq. (1.1) is continuous on the square S = {a ≤ x ≤ b, a ≤
t ≤ b} or at least square integrable on this square and it is also assumed
to be absolutely integrable and satisfy other properties that are sufficient
to imply the Fredholm alternative theorem. Meanwhile, Eq. (1.1) also can
be rewritten in the equivalent operator form

(λ− κ)y = f(1.2)

where the integral operator can be defined as follows

κy(t) =

Z
Γ
K(x, t)y(t)dt.(1.3)

Theorem (Fredholm Alternative) [4]
Let χ be a Banach space and let κ : χ→ χ be compact. Then the equation
(λ − κ)y = f , λ 6= 0 has a unique solution x ∈ χ if and only if the
homogeneous equation (λ− κ)z = 0 has only the trivial solution z = 0. In

such a case, the operator λ− κ : χ
1−1−→
onto χ has a bounded inverse (λ− κ)−1.
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Definition (Compact operators) [4]

Let χ and Y be normed vector space and let κ : χ → Y be linear. Then
κ is compact if the set {κx |k x k x ≤ 1} has compact closure in Y . This
is equivalent to saying that for every bounded sequence {xn} ⊂ χ, the
sequences {κxn} have a subsequence that is convergent to some points in
Y . Compact operators are also called completely continuous operators.

A numerical approach to the solution of integral equations is an essential
branch of scientific inquiry. As a matter of fact, some valid methods of
solving linear Fredholm integral equations have been developed in recent
years. To solve Eq. (1.1) numerically, we either seek to determine an
approximate solution by using the quadrature method [8, 11, 12, 14, 15, 20],
or use the projection method [5, 6, 9, 10]. Such discretizations of integral
equations lead to dense linear systems and can be prohibitively expensive
to solve using direct methods as the order of the linear system increases.
Thus, iterative methods are the natural options for efficient solutions.

Consequently, the concept of the two-stage iterative method has been pro-
posed widely to be one of the efficient methods for solving any linear sys-
tem. The two-stage iterative method, which is also called as inner/outer
iterative scheme was introduced by Nichols [17]. Actually, there are many
two-stage iterative methods can be considered such as Alternating Group
Explicit (AGE) [7], Iterative Alternating Decomposition Explicit (IADE)
[21], Reduced Iterative Alternating Decomposition Explicit (RIADE) [22],
Block Jacobi [3] and Arithmetic Mean (AM) [19] methods.

Standard AM method also named as the Full-Sweep Arithmetic Mean
(FSAM) method has been modified by combining the concept of half-sweep
iteration and FSAM method, and then called as the Half-Sweep Arith-
metic Mean (HSAM) method [23]. The concept of the half-sweep iteration
method is introduced via the Explicit Decoupled Group (EDG) iterative
method for solving two-dimensional Poisson equations [1]. Apart from the
AM iterative methods, another two-stage method that is Half-Sweep Ge-
ometric Mean (HSGM) method has been proposed [24]. HSGM method
is the combination of the half-sweep iteration and Full-Sweep Geometric
Mean (FSGM) method. Further studies to verify the effectiveness of the
HSGM method with Crank-Nicolson finite difference [2] and quadrature
[13, 14] schemes to solve water quality model and linear Fredholm integral
equations respectively have been carried out. However, in this paper, the
application of the HSGM method using the half-sweep quadrature approx-
imation equation based on repeated Simpson’s 13 (RS1) scheme for solving
second kind linear Fredholm integral equations is examined.
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The outline of this paper is organized in following way. In Section 2, the
formulation of the full- and half-sweep quadrature approximation equations
will be explained. The latter section of this paper will discuss the formula-
tions of the FSGM and HSGM methods, and some numerical results will be
shown in fourth section to assert the performance of the proposed method.
Besides that, analysis on computational complexity is mentioned in Section
5 and the concluding remarks are given in final section.

2. Full- and Half-Sweep Quadrature Approximation Equa-
tions

As afore-mentioned, a discretization scheme based on method of quadra-
ture was used to construct approximation equations for problem (1.1) by
replacing the integral to finite sums. Generally, quadrature method can be
defined as follows Z b

a
y(t)dt =

nX
j=0

Ajy(tj) + n(y)(2.1)

where tj(j = 0, 1, 2, · · · , n) is the abscissas of the partition points of the in-
tegration interval [a, b], Aj(j = 0, 1, 2, · · · , n) is numerical coefficients that
do not depend on the function y(t) and n(y) is the truncation error of
Eq. (2.1). In order to facilitate the formulating of the full- and half-sweep
quadrature approximation equations for problem (1.1), further discussion
will be restricted onto RS1 scheme, which is based on quadratic polynomial
interpolation formula with equally spaced data.

Meanwhile, Figure 2.1 shows the finite grid networks in order to form the
full- and half-sweep repeated Simpson’s 13 approximation equations.
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Figure 2.1: a) and b) show distribution of uniform node points for the
full- and half-sweep cases respectively

Based on Figure 2.1, the full and half-sweep iterative method will compute
approximate values onto node points of type • only until the convergence
criterion is reached. Then, other approximate solutions at remaining points
(points of the different type, ◦) can be computed by using direct method
[16,20]. In this paper, second order Lagrange interpolation method [16]
will be used to compute the remaining points. Formulations to compute
the remaining points using second order Lagrange interpolation for half-
sweep iteration is defined as follows

y =

⎧⎪⎨⎪⎩
3
8yi−1 +

3
4yi+1 −

1
8yi+3 , i = 1, 3, 5, · · · , n− 3

3
4yi−1 +

3
8yi+1 −

1
8yi−3 , i = n− 1(2.2)

By applying Eq. (2.1) into Eq. (1.1) and neglecting the error, n(y), a linear
system can be formed for approximation values of y(t). The following linear
system generated using RS1 scheme can be easily shown in matrix form as

Marisol M
ab
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follows

My = f(2.3)

where

M =

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎣

λ−A0K0,0 −ApK0,p −A2pK0,2p · · · −AnK0,n

−A0Kp,0 λ−ApKp,p −A2pKp,2p · · · −AnKp,n

−A0K2p,0 −ApK2p,p λ−A2pK2p,2p · · · −AnK2p,n
...

...
...

. . .
...

−A0Kn,0 −ApKn,p −A2pKn,2p · · · λ−AnKn,n

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎦
(n
p
+1)×(n

p
+1)

y =

"
y0 yp y2p · · · yn−2p yn−p yn

#T
,

and

f =

"
f0 fp f2p · · · fn−2p fn−p fn

#T
.

Based on RS1 scheme, numerical coefficient Aj satisfy the following rela-
tions

Aj =

⎧⎪⎪⎪⎨⎪⎪⎪⎩
1
3ph , j = 0, n
4
3ph , j = p, 3p, 5p, · · · , n− p
2
3ph , otherwise

(2.4)

where the constant step size, h is defined as follows

h =
b− a

n
(2.5)

and n is the number of subintervals in the interval [a, b]. The value of
p, which corresponds to 1 and 2, represents the full- and half-sweep cases
respectively.
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3. Geometric Mean Iterative Methods

As stated in previous section, FSGM and HSGM methods are one of the
two-stage iterative methods and the iterative process of the methods in-
volves of solving two independent systems such as y1 and y2. To develop
the formulation of GM methods, express the coefficient matrix, M as the
matrix sum

M = L+D + U(3.1)

where L, D and U are the strictly lower triangular, diagonal and strictly
upper triangular matrices respectively. Thus, by adding positive acceler-
ation parameter, ω the general scheme for FSGM and HSGM methods is
defined as follows⎧⎪⎪⎪⎨⎪⎪⎪⎩

(D + ωL)y1 = [(1− ω)D − ωU ]y(k) + ωf

(D + ωU)y2 = [(1− ω)D − ωL]y(k) + ωf

y(k+1) = (y1 ◦ y2) 12
(3.2)

where y(k), ◦ and (.) 12 denote an unknown vector at the kth iteration,
Hadamard product and Hadamard power respectively.
Practically, the value of ω will be determined by implementing some com-
puter programs and then choose one value of ω, where its number of iter-
ations is the smallest. By determining values of matrices L, D and U as
stated in Eq. (3.1), the general algorithm for FSGM and HSGM iterative
methods using RS1 scheme to solve problem (1.1) would be generally de-
scribed in Algorithm 1. The FSGM and HSGM algorithms are explicitly
performed by using all equations at level (1) and (2) alternatively until the
specified convergence criterion is satisfied.
Algorithm 1 FSGM and HSGM algorithms
i) Level (1)

for i = 0, p, 2p, · · · , n− 2p, n− p, n and j = 0, p, 2p, · · · , n− 2p, n− p, n
Calculate

y1i ←

⎧⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎩

(1− ω)y
(k)
i +

ω(
Pn

j=p
AjKi,jy

(k)
j +fi)

λ−AiKi,i
, i = 0

(1− ω)y
(k)
i +

ω(
Pn−p

j=0
AjKi,jy1j+fi)

λ−AiKi,i
, i = n

(1− ω)y
(k)
i +

ω(
Pi−p

j=0
AjKi,jy1j+

Pn

j=i+p
AjKi,jy

(k)
j +fi)

λ−AiKi,i
, others

ii) Level (2)
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for i = n, n− p, n− 2p, · · · , 2p, p, 0 and j = 0, p, 2p, · · · , n− 2p, n− p, n

Calculate

y2i ←

⎧⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎩

(1− ω)y
(k)
i +

ω(
Pn

j=p
AjKi,jy

2
j+fi)

λ−AiKi,i
, i = 0

(1− ω)y
(k)
i +

ω(
Pn−p

j=0
AjKi,jy

(k)
j +fi)

λ−AiKi,i
, i = n

(1− ω)y
(k)
i +

ω(
Pi−p

j=0
AjKi,jy

(k)
j +

Pn

j=i+p
AjKi,jy

2
j+fi)

λ−AiKi,i
, others

iii) for i = 0, p, 2p, · · · , n− 2p, n− p, n and j = 0, p, 2p, · · · , n− 2p, n− p, n

Calculate yk+1i ←

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎩

q
y1i y

2
i if y1i > 0 ∧ y2i > 0 (Case 1)

−
q
y1i y

2
i if y1i < 0 ∧ y2i < 0 (Case 2)

y1i −
q
| y1i y2i | if y1i > 0 ∧ y2i < 0 (Case 3)

y2i −
q
| y1i y2i | if y1i < 0 ∧ y2i > 0 (Case 4)

4. Numerical Simulations

In order to compare the performances of the iterative methods described in
the previous section, several experiments were carried out on the following
Fredholm integral equations problems.

Example 1 [25]

y(x)−
Z 1

0
(4xt− x2)y(t)dt = x, 0 ≤ x ≤ 1(4.1)

and the exact solution is given by

y(x) = 24x− 9x2.

Example 2 [18]

y(x)−
Z 1

0
(x2 + t2)y(t)dt = x6 − 5x3 + x+ 10, 0 ≤ x ≤ 1(4.2)

with the exact solution

y(x) = x6 − 5x3 + 1045
28

x2 + x+
2141

84
.
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Table 4.1: Comparison of a number of iterations, execution time (in sec-
onds) and maximum absolute error for the iterative methods (Example 1)

Number of iterations

Methods n
480 960 1920 3840 7680

GS 194 194 195 195 195
FSGM 83 83 83 83 83
HSGM 83 83 83 83 83

Execution time (in seconds)

Methods n
480 960 1920 3840 7680

GS 12.15 40.14 157.77 565.93 1104.18
FSGM 8.40 30.45 118.48 421.05 742.13
HSGM 3.44 9.56 35.39 147.08 556.82

Maximum absolute error

Methods n
480 960 1920 3840 7680

GS 7.1564E-10 7.5523E-10 6.8680E-10 6.9612E-10 7.0084E-10
FSGM 1.5996E-10 1.6224E-10 1.6341E-10 1.6400E-10 1.6422E-10
HSGM 1.5647E-10 1.6056E-10 1.6259E-10 1.6359E-10 1.6410E-10

For comparison, the Gauss-Seidel (GS) method acts as the comparison
control of numerical results. There are three parameters considered in
numerical comparison such as number of iterations, execution time and
maximum absolute error. Throughout the simulations, the convergence
test considered the tolerance error, = 10−10 and carried out on several
different values of n. Meanwhile, the experimental values of ω were obtained
within ±0.01 by running the program for different values of and choosing
the one(s) that gives the minimum number of iterations. All the simulations
were implemented by a computer with processor Intel(R) Core(TM) 2 CPU
1.66GHz and computer codes were written in C programming language.

Results of numerical simulations, which were obtained from implementa-
tions of the GS, FSGM and HSGM iterative methods for Examples 1 and 2,
have been recorded in Tables 4.1 and 4.2 respectively. Meanwhile, reduction
percentages of the number of iterations and execution time for the FSGM
and HSGM methods compared with GS method have been summarized in
Table 4.3.
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Table 4.2: Comparison of a number of iterations, execution time (in sec-
onds) and maximum absolute error for the iterative methods (Example 2)

Number of iterations

Methods n
480 960 1920 3840 7680

GS 56 56 56 56 56
FSGM 32 32 32 32 32
HSGM 32 32 32 32 32

Execution time (in seconds)

Methods n
480 960 1920 3840 7680

GS 4.14 16.09 59.65 175.63 364.52
FSGM 3.62 13.48 50.22 132.66 280.64
HSGM 1.67 4.29 18.28 80.35 195.84

Maximum absolute error

Methods n
480 960 1920 3840 7680

GS 5.8823E-10 8.3052E-10 1.2601E-10 1.3006E-10 1.3088E-10
FSGM 6.3153E-10 2.9677E-11 5.8409E-11 6.1351E-11 6.1606E-11
HSGM 4.1226E-9 5.1123E-10 6.3440E-11 8.5116E-11 1.6050E-11

Table 4.3: Reduction percentages of the number of iterations and execution
time for the FSGM and HSGM methods compared with GS method

Number of iterations

Methods Example 1 Example 2

FSGM 57.21 - 57.44% 42.85 - 42.86%
HSGM 57.21 - 57.44% 42.85 - 42.86%

Execution time

Methods Example 1 Example 2

FSGM 24.14 - 32.79% 12.56 - 24.47%
HSGM 49.57 - 77.57% 46.27 - 73.34%
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Table 5.1: Total computing operations involved for the FSGM and HSGM
methods

Total operations

Case FSGM HSGM

Case 1 (6n2 + 22n+ 16)k (32n
2 + 11n+ 16)k + 4n

Case 2 (6n2 + 23n+ 17)k (32n
2 + 23

2 n+ 17)k + 4n
Case 3 (6n2 + 24n+ 18)k (32n

2 + 12n+ 18)k + 4n
Case 4 (6n2 + 24n+ 18)k (32n

2 + 12n+ 18)k + 4n

5. Computational Complexity Analysis

In order to measure the computational complexity of the FSGM and HSGM
methods, an estimation amount of the computational work required for iter-
ative methods have been conducted. The computational work is estimated
by considering the arithmetic operations performed per iteration. Based
on Algorithm 1, it can be observed that there are four different cases for
both GM methods. In estimating the computational work for GM iterative
methods, the value for kernel K, function f and numerical coefficient Aj

are store beforehand. Assuming that the execution times for the operations
addition, subtraction, multiplication, division and square root are roughly
the same, the total arithmetic operations involved for FSGM and HSGM
methods are summarized in Table 5.1.

6. Conclusions

In this paper, we present an application of the HSGM iterative method for
solving dense linear systems arising from the discretization of the second
kind linear Fredholm integral equations by using repeated Simpson’s 1

3
scheme. Through numerical results obtained for Examples 1 and 2, it
clearly shows that by applying the GM methods can reduce number of
iterations and execution time compared to the GS method. At the same
time, it has been shown that, applying the half-sweep iterations reduces the
computational time in the implementation of the iterative method. This is
mainly because of computational complexity of the HSGM method which
is approximately 75% less than FSGM method, since the implementation
of half-sweep iteration will only consider half of all interior node points in
a solution domain. Overall, the numerical results show that the HSGM
method is a better method compared to the GS and FSGM methods in the
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sense of number of iterations and execution time.
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