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1. Introduction

The concept of fuzzy set, a set whose boundary is not sharp or precise has
been introduced by L. A. Zadeh in 1965. It is the origin of new theory of
uncertainty, distinct from the notion of probability. After the introduction
of fuzzy sets, the scope for studies in different branches of pure and applied
mathematics increased widely. The notion of fuzzy sets has successfully
been applied in studying sequence spaces with classical metric by Nanda
[7], Savas [10],Tripathy and Baruah [15], Tripathy and Dutta [16] and many
others. Using the concept of fuzzy metric, different authors namely Kelava
and Seikkala [6], Syau [13] and many others have worked in different fields
but, only a few works have been done on fuzzy norm by Das, Das and
Choudhury [1], Esi [2], Felbin [4] and Tripathy and Nanda [18] and some
others.

The notion of statistical convergence was introduced by Fast [3] and
Schoenberg [11] independently. The potential of the introduced notion was
realized in eighties by the workers on sequence spaces. Since than, a lot of
work has been done on classical statistically convergent sequences. It is ev-
idenced by the works of Fridy [5], Nuary and Savas [8], Šalát [9], Tripathy
[14], Tripathy and Sen [17] and many others. There are many works done
on statistically convergent sequences of fuzzy real numbers under classical
metric, but we dont find work on statistically convergent sequences with
the concept of fuzzy norm. A sizable work can be investigated in the di-
rection of statistically convergent sequences with fuzzy norm.

2. Definitions and preliminaries

A fuzzy real number X is a fuzzy set on R, i.e. a mapping X : R → I(=
[0, 1]) associating each real number t with its grade of membership X(t).

A fuzzy real number X is called convex if X(t) ≥ X(s) ∧X(r) = min
(X(s),X(r)), where s < t < r.

If there exists t0 ∈ R such that X(t0) = 1, then the fuzzy real number
X is called normal.

A fuzzy real number X is said to be upper-semi continuous if, for each
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ε > 0, X−1([0, a+ ε)), for all a ∈ I is open in the usual topology of R.

The set of all upper-semi continuous, normal, convex fuzzy real num-
bers is denoted by R(I). Throughout the article, by a fuzzy real number
we mean that the number belongs to R(I).

The α-level set [X]α of the fuzzy real number X, for 0 < α ≤ 1, defined
as [X]α = {t ∈ R : X(t) ≥ α}. If α = 0, then it is the closure of the strong
0-cut. (The strong α-cut of the fuzzy real number X, for 0 ≤ α ≤ 1 is the
set {t ∈ R : X(t) > α}).

For X,Y ∈ R(I) consider a partial ordering ≤ as
X ≤ Y if and only if aα1 ≤ aα2 and bα1 ≤ bα2 , for all α ∈ (0, 1],
where [X]α = [aα1 , b

α
1 ] and [Y ]

α = [aα2 , b
α
2 ] .

Let X,Y ∈ R(I) and α-level sets be [X]α = [aα1 , b
α
1 ], [Y ]

α = [aα2 , b
α
2 ],

α ∈ [0, 1]. Then the arithmetic operations on R(I) in terms of α-level sets
are defined as follows:

[X ⊕ Y ]α = [aα1 + aα2 , b
α
1 + bα2 ] ,

[X ª Y ]α = [aα1 − bα2 , b
α
1 − aα2 ] ,

[X ⊗ Y ]α =

"
min

i,j∈{1,2}
aαi b

α
j , max

i,j∈{1,2}
aαi b

α
j

#
and [1÷ Y ]α =

h
1
bα2
, 1

aα2

i
, 0 /∈ Y.

The absolute value, |X| of X ∈ R(I) is defined by (see for instance
Kaleva and Seikkala [6])

|X|(t) =
½
max(X(t),X(−t)), for t ≥ 0,
0, for t < 0.

A fuzzy real number X is called non-negative if X(t) = 0, for all t < 0.
The set of all non-negative fuzzy real numbers is denoted by R∗(I).

Statistically convergent sequence

A subset E of N is said to have natural density δ(E) if
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δ(E) = lim
n→∞

1

n

∞X
k=1

χE(k) exists,

where χE is the characteristic function of E. Clearly all finite subsets of N
have zero natural density and δ(Ec) = δ(N −E) = 1− δ(E).

A given complex sequence x = (xk) is said to be statistically convergent

to L if for every ε > 0, δ ({k ∈ N : |xk − L| ≥ ε}) = 0. We write xk stat−→ L
or stat-lim xk = L.

Let (xk) and (yk) be two sequences, then we say that xk= yk for
almost all k (in short a.a.k. ) if δ(k ∈ N : xk 6= yk) = 0.

Fuzzy Normed Linear Space

Let X be a linear space over R and the mapping || · || : X → R∗(I) and
the mappings L, M : [0, 1]× [0, 1]→ [0, 1] be symmetric, non-decreasing in
both arguments and satisfy L(0, 0) = 0 and M(1, 1) = 1. Write [kxk]α =
[|||x|||α1 , |||x|||α2 , ], for x ∈ X, 0 < α ≤ 1 and suppose for all x ∈ X,x 6= 0,
there exists α0 ∈ (0, 1] independent of x such that for all α ≤ α0,

(A) |||x|||α2 <∞,

(B) inf α∈(0,1] |||x|||α1 > 0.

The quadruple (X, k · k, L,M) is called a fuzzy normed linear space and
k · k a fuzzy norm on the linear space X, if

i) kxk = 0 if and only if x = 0,
ii) krxk = |r|kxk, x ∈ X, r ∈ R,

iii) for all x, y ∈ X,

(a) kx+ yk(s+ t) ≥ L(kxk(s), kyk(t)), whenever s ≤ |||x|||11, t ≤ |||y|||11
and s+ t ≤ |||x+ y|||11,
(b) kx+ yk(s+ t) ≥M(kxk(s), kyk(t)), whenever

s ≥ |||x|||11, t ≥ |||y|||11 and s+ t ≥ |||x+ y|||11.

In the sequel we take L(x, y) = min(x, y) and M(x, y) = max(x, y) for
x, y ∈ [0, 1] and we denote (X, k · k, L,M) by (X, k · k) or simply by X in
this case.

With these L(x, y) = min(x, y) and M(x, y) = max(x, y) for x, y ∈
[0, 1], we have (refer to Felbin [4]) in a fuzzy normed linear space (X, k · k),
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the triangle inequality (iii) of the definition of fuzzy normed linear space is
equivalent to

kx+ yk ≤ kxk⊕ kyk

The set ω(X) of all sequences in a vector space X is a vector space
with respect to pointwise addition and scalar multiplication. Any subspace
λ(X) of ω(X) is called vector valued sequence space. When (X, k · k) is
a fuzzy normed linear space, then λ(X) is called a fuzzy normed linear
space-valued sequence space.

Throughout fnls denotes fuzzy normed linear space.
A fnls-valued sequence space EF (X) is said to be normal (or solid) if

(yk) ∈ EF (X), whenever kykk ≤ kxkk, for all k ∈ N and (xk) ∈ EF (X).

Let K = {k1 < k2 < k3 . . . } ⊆ N and EF (X) be a fnls-valued sequence

space. A K-step space of EF (X) is a space of sequences λE
F

k (X) = {(xkn) ∈
ωF (X) : (xn) ∈ EF (X)}.

A canonical pre-image of a sequence (xkn) ∈ λE
F

k (X) is a sequence
(yn) ∈ ωF (X), defined as follows:

yn =

½
xn, for n ∈ K,
0̄, otherwise.

A canonical pre-image of a step space λE
F

k (X) is a space of canonical

pre-images of all elements in λE
F

k (X), i.e. y is in canonical pre-image

λE
F

k (X) if and only if y is canonical pre-image of some x ∈ λE
F

k (X).

A fnls-valued sequence space EF (X) is said to be monotone if EF (X)
contains the canonical pre-images of all its step spaces.

From the above definitions we have following remark.

Remark 2.1. A fnls-valued sequence space EF (X) is solid ⇒ EF (X) is
monotone.

A fnls-valued sequence space EF (X) is said to be symmetric if (xπ(n)) ∈
EF (X), whenever (xk) ∈ EF (X),
where π is a permutation of N .

A fnls-valued sequence space EF (X) is said to be convergence free if
(yk) ∈ EF (X), whenever (xk) ∈ EF (X) and xk = 0 implies yk = 0.

Let (X, k · k) be a fuzzy normed linear space. A sequence (xn) ∈ X
is said to converge to x ∈ X, denoted by lim n→∞xn = x, if and only if
lim n→∞kxn − xk = 0̄.
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i.e., lim n→∞ |||xn − x|||α1 = lim n→∞ |||xn − x|||α2 = 0, for α ∈ (0, 1].

Thus, lim n→∞kxn − xk = 0̄ if and only if

lim
n→∞ |||xn − x|||α2 = 0,

for 0 ∈ (0, 1].
A sequence (xn) in a fuzzy normed linear space (X, k·k) is called Cauchy

if
lim n→∞

m→∞
kxm − xnk = 0̄

i.e., lim n→∞
m→∞

|||xn − x|||α2 = 0, for α ∈ (0, 1].

A fuzzy normed linear space (X, k · k) is called fuzzy complete if every
Cauchy sequence in X converges in X.

With the concept of fuzzy norm we define the following:
A sequence (xk) in a fuzzy norm linear space (X, k · k) is said to be

statistically convergent to x ∈ X if , for every ε̄ > 0̄,

δ ({k ∈ N : kxk − xk ≥ ε̄}) = 0

and we write stat-lim xk = x.
i.e., (δ ({k ∈ N : |||xk − x|||α1 ≥ ε}) = 0) = (δ ({k ∈ N : |||xk − x|||α2 ≥ ε}) = 0),
for α ∈ (0, 1].

Thus, δ ({k ∈ N : kxk − xk ≥ ε}) = 0 if and only if
δ ({k ∈ N : |||xk − x|||α2 ≥ ε}) = 0, for α ∈ (0, 1].

A sequence (xk) in a fuzzy normed linear space (X, k · k) is said to be
statistically null if (xk) statistically coverges to 0 ∈ X.

Let (X, k · k) be a fuzzy normed linear space. Then for a sequence
x = (xk) ∈ cF (X), the class of all statistically convergent sequences in
(X, k · k) we define

kxk = sup
k
kxkk

Clearly, kxk is a norm. We also define the same norm for c0
F (X), the

class of all statistically null sequences in (X, k · k) and cF∞(X), the class of
all bounded sequences in (X, k · k).
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Throughout ωF (X), cF∞(X), c
F (X), cF0 (X), c

F (X), mF (X), mF
0 (X)

and c0
F (X) denote the class of all, bounded, convergent, null, statistically

convergent, bounded statistically convergent, bounded statistically null and
statistically null sequences in fuzzy normed linear space X respectively.

3. Main results

Theorem 3.1. In a fuzzy normed linear space (X, k · k), the class of sta-
tistically convergent sequences, cF (X) and the class of statistically null
sequences, c0

F (X) are fuzzy normed linear space-valued sequence spaces.

Proof: We prove the result for the case of cF (X). The other one can be
established by similar technique.

Let (X, k · k) be a fnls and x = (xk), y = (yk) ∈ cF (X).

Then for a given ε̄ > 0̄, there exists l,m ∈ X such that

kxk − lk < ε̄, for a.a.k.

and kyk −mk < ε̄ a.a.k.

We have k(xk + yk)− (l +m)k ≤ kxk − lk⊕ kyk −mk < ε̄, for a.a.k.
Thus stat-lim (xk + yk) = (l +m) ∈ X and hence (x+ y) ∈ cF (X).
Again, for any r ∈ R, krxk − lk = |r|kxk − lk < ε̄, for a.a.k.
Hence stat-lim rxk = rl and thus rx ∈ cF (X). So, cF (X) is a subspace of
ω(X) and hence it is a fnls-valued sequence space.

Theorem 3.2. In a fuzzy normed linear space (X, k · k), the class of
statistically bounded sequences, mF (X) = cF (X) ∩ cF∞(X) and mF

0 (X) =
c0

F (X) ∩ cF∞(X) are closed subspaces of the complete fuzzy normed space
cF∞(X) with the fuzzy norm

kxk = sup
k
kxkk,

where x = (xk) is in mF (X) or mF
0 (X) and X is complete.
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Proof: We prove the result for mF (X). The other one can be verified by
similar technique. Since X is complete. So it can be verified that cF∞(X)
is complete. We show that mF (X) is complete with respect to given fuzzy
norm. Let (x(n)) is a Cauchy sequence in mF and x(n) → x , as n → ∞,
say, in cF∞(X).

We show that x ∈ mF (X).

Since x(n) = (x
(n)
k ) = (x

(n)
1 , x

(n)
2 , x

(n)
3 , . . . ) ∈ mF (X), so for each n ∈ N

there exists an ∈ R such that

stat-lim x
(n)
k = an.

We prove the followings:
(i) lim

n→∞
an = a.

(ii) stat-lim xk = a.

(i). Since (x(n)) is a convergent sequence, so for a given ε > 0, there
exists such a n0 ∈ N that for each m,n > n0 we have

kx(m) − x(n)k = sup
k
kx(m)k − x

(n)
k k < ε

3
.

⇒ kx(m)k − x
(n)
k k < ε

3
, ⇒ |||x(m)k − x

(n)
k |||α2 <

ε

3
,(3.1)

Again, since x(n) = (x
(n)
k ) ∈ mF (X), so for a given ε > 0, we have

kx(m)k − amk <
ε

3
, for a.a.k. ⇒ |||x(m)k − am|||α2 <

ε

3
, for a.a.k.(3.2)

and

kx(n)k − ank <
ε

3
, for a.a.k. ⇒ |||x(n)k − an|||α2 <

ε

3
, for a.a.k.(3.3)

Now for each m,n > n0 ∈ N and from the inequalities (3.1), (3.2) and
(3.3), we get

|||am−an|||α2 ≤ |||am−x
(m)
k |||α2+|||x

(m)
k −x

(n)
k |||α2+|||x

(n)
k −an|||α2 , for a.a.k.,

for all α ∈ (0, 1].

⇒ |||am − an|||α2 <
ε

3
+

ε

3
+

ε

3
= ε, ⇒ kam − ank < ε.
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Thus (an) is a Cauchy sequence in X. Since X complete, so there exists
such a number a ∈ X such that

|||am − an|||α2 → 0, ⇒ kan − ak→ 0 as n→∞, ⇒ lim
n→∞

an = a.

(ii). We have x(n) → x. For a given ξ > 0, there exists such a q ∈ N
that

sup
k
kx(q)k − xkk <

ξ

3
, ⇒ kx(q)k − xkk <

ξ

3
, ⇒ |||x(q)k − xk|||α2 <

ξ

3
.(3.4)

The number q can be chosen in such a way that together with (3.4),
we get

k(aq − a)k < ξ

3
⇒ |||aq − a|||α2 <

ξ

3.

Since, stat-lim x
(q)
k = aq.

For a given ξ > 0, kx(q)k − aqk < ξ
3 , for a.a.k., for each fixed q.

⇒ |||x(q)k − aq|||α2 <
ξ

3.
,

for a.a.k., for each fixed q

Now, |||xk−a|||α2 ≤ |||xk−x
(q)
k |||α2+|||x

(q)
k −aq|||α2+|||aq−a|||α2 , for a.a.k.

<
ξ

3
+

ξ

3
+

ξ

3
= ξ, for a.a.k. ⇒ kxk − ak < ξ,

for a.a.k.

Hence stat-lim xk = a. This proves the result.

Theorem 3.3. (i) In a fuzzy normed linear space (X, k · k), the spaces
c0

F (X) and mF
0 (X) are solid and as such are monotone.

(ii) In a fuzzy normed linear space (X, k · k), the spaces cF (X) and
mF (X) are neither monotone nor solid.
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Proof.(i) Consider two sequences x = (xk) and y = (yk) such that

kykk ≤ kxkk,
for all k ∈ N and let (xk) ∈ mF

0 (X) ⊂ c0
F (X).

Then for a given ε > 0, we have

{k ∈ N : kxkk ≥ ε} ⊇ {k ∈ N : kykk ≥ ε} .
Since (xk) ∈ mF

0 (X) ⊂ c0
F (X), so δ ({k ∈ N : kxkk ≥ ε}) = 0

and hence δ ({k ∈ N : kykk ≥ ε}) = 0.

Thus (yk) ∈ mF
0 (X) ⊂ c0

F (X) and the class c0
F (X) and mF

0 (X) is
solid.

The spaces c0
F (X) and mF

0 (X) are monotone follows from Remark 2.1.

Proof.(ii) The result follows from the following example.

Example 3.1. Consider the sequence x = (xk) defined as follows.

xk =

(
1, for k = n2, n ∈ N,
2− 1

k , for k 6= n2, n ∈ N.

and kxk = sup
k
kxkk.

We have X is a fuzzy normed linear space. For any sequence z = (zk) ∈
X, let us consider kzkk, defined as follows:

(A) For k∈ N, zk 6= 0, kzkk(t) =
(

2t
|zk| − 1, for |zk|

2 ≤ t ≤ |zk|,
0, otherwise.

and for zk = 0, kzkk(t) =
(
1, for t = 0,
0, otherwise.

Using (A), we have for k = n2, n ∈ N,

kxkk(t) =
(

2t
|xk| − 1, for |xk|

2 ≤ t ≤ |xk| = 1,
0, otherwise.

(3.5)



On fuzzy normed linear space valued statistically convergent ... 521

and for k 6= n2, n ∈ N,

kxkk(t) =
(

2t
|xk| − 1, for |xk|

2 ≤ t ≤ |xk| = 2− 1
k ,

0, otherwise.
(3.6)

Therefore, kxkk(t) = sup
k
kxkk(t) =

(
t− 1, for |xk|

2 ≤ t ≤ |xk| = 2,
0, otherwise.

Thus kxkk is bounded.

Again, we have for a given ε > 0 (ε is a fuzzy no. as defined kzkk in
(A)),

kxk − 2k < ε, for a.a.k. (i.e., k 6= n2).

⇒ stat-lim kxk − 2k = 0. Thus stat-lim xk = 2 w.r.t. the fuzzy norm.
Hence (xk) ∈ mF (X) ⊂ cF (X).

Let J = {k ∈ N : k = 2i, i ∈ N} be a subset of N and let (mF (X))J be
the canonical pre-image of the J-step space (mF (X))J of m

F (X), defined
as follows:

(yk) ∈ (mF (X))J is the canonical pre-image of (xk) ∈ mF (X) implies

yk =

½
xk, for k ∈ J ,
0̄ for k /∈ J.

Now, for k ∈ J and k = n2, n ∈ N and using (3.5) we have

kykk(t) =
(

2t
|xk| − 1, for |xk|

2 ≤ t ≤ |xk| = 1,
0, otherwise.

i.e., We have kyk − 1k = 0, for infinitely many k.
Again, for k ∈ J and k 6= n2, n ∈ N and using (3.6) we have

kykk(t) =
(

2t
|xk| − 1, for |xk|

2 ≤ t ≤ |xk| = 2− 1
k ,

0, otherwise.

i.e., For a given ε > 0, we have kyk − 2k < ε, for infinitely many k(ε is a
fuzzy no. as defined kzkk in (A)).
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For k /∈ J, kykk(t) =
½
1, for t = 0,
0, otherwise.

i.e., We have kyk − 0k = 0, for infinitely many k.

Therefore, for a given ε > 0 and α ∈ (0, 1], there is no definite point,
say L such that

|||yk − L|||α2 < ε

for a.a.k.

i.e., kyk − Lk < ε, for given ε > 0 and for a.a.k.

Thus (yk) /∈ cF (X)(⊃ mF (X)). Hence cF (X) and mF (X) are not mono-
tone.

The spaces cF (X) and mF (X) are not solid follows from the Remark 2.1.

Theorem 3.4. The spaces cF (X), c0
F (X), mF (X) and m0

F (X) are not
symmetric.

Proof. The result follows from the following example.

Example 3.2. Consider the sequence x = (xk) defined as follows.

xk =

½
1, for k = n2, n ∈ N,
1
k , for k 6= n2, n ∈ N .

and kxk = sup
k
kxkk.

Using (A) of Example 3.1, we have for k = n2, n ∈ N,

kxkk(t) =
(

2t
|xk| − 1, for |xk|

2 ≤ t ≤ |xk| = 1,
0, otherwise.

and for k 6= n2, n ∈ N, kxkk(t) =
(

2t
|xk| − 1, for |xk|

2 ≤ t ≤ |xk| = 1
k ,

0, otherwise.

Therefore, kxkk(t) = sup
k
kxkk(t) =

(
2t− 1, for |xk|

2 ≤ t ≤ |xk| = 1,
0, otherwise.
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Thus kxkk is bounded.
Again, we have for a given ε > 0 (ε is a fuzzy no. as defined kzkk in (A)),

kxk − 0k < ε, for a.a.k. (i.e., k 6= n2).
⇒ stat-lim kxk − 0k = 0.

Thus stat-lim xk = 0 w.r.t. the fuzzy norm. Hence (xk) ∈ H, for H =
cF (X), c0

F (X), mF (X) and m0
F (X).

Let (yk) be a rearrangement of the sequence (xk), defined as follows.
(yk) = (x1, x2, x4, x3, x9, x5, x16, x6, x25, x7, . . .) .
i.e.,

(yk) =

⎧⎨⎩x
(k+12 )

2 , for k odd,

x(n+k
2 )
, for k even and n ∈ N, satisfies n(n− 1) < k

2 ≤ n(n+ 1).

Thus (yk)= (1,
1
2 , 1,

1
3 , 1,

1
5 , 1,

1
6 , 1,

1
7 , 1,

1
8 , 1,

1
10 , 1,

1
11 , . . .).

Using (A) of Example 3.1, we have for k odd,

kykk(t) = kx(k+12 )
2k(t) =

⎧⎪⎨⎪⎩
2t

|x
(k+12 )

2 | − 1, for
|x
(k+12 )

2 |

2 ≤ t ≤ |x
(k+12 )

2 | = 1,

0, otherwise.
and for k even ; n ∈ N, satisfying n(n− 1) < k

2 ≤ n(n+ 1),

kykk(t) = kx(n+k
2 )
k(t) =

⎧⎪⎨⎪⎩
2t

|x(n+k
2 )
| − 1, for

|x(n+ k
2 )
|

2 ≤ t ≤ |x(n+k
2 )
| = 1

(n+k
2 )
,

0, otherwise.

Now, for a given ε > 0 and α ∈ (0, 1], there is no definite point, say
L such that

|||yk − L|||α2 < ε

for a.a.k.
i.e., There is no definite L such that kyk − Lk < ε, for given ε > 0 and for
a.a.k.

Thus (yk) /∈ H, for H = cF (X), c0
F (X), mF (X) and m0

F (X). Hence
cF (X), c0

F (X), mF (X) and m0
F (X) are not symmetric.

Theorem 3.5. The spaces cF (X), c0
F (X), mF (X) and m0

F (X) are not
convergence free.

Proof: The result follows from the following example.
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Example 3.3. Consider the sequence x = (xk) defined as follows.

xk =

½
0, for k = n2, n ∈ N
k−1, for k 6= n2, n ∈ N.

Consider, kxk = sup
k
kxkk. Using (A) of Example 3.1, we have for k =

n2, n ∈ N,

kxkk(t) =
½
1, for t = 0,
0, otherwise.

and for k 6= n2, n ∈ N, kxkk(t) =
(

2t
|xk| − 1, for |xk|

2 ≤ t ≤ |xk| = k−1,
0, otherwise.

Therefore, kxkk(t) = sup
k
kxkk(t) =

(
4t− 1, for |xk|

2 ≤ t ≤ |xk| = 1
2 ,

0, otherwise.
Thus kxkk is bounded.

Again, we have for a given ε > 0 (ε is a fuzzy no. as defined kzkk in
(A)),

kxk − 0k < ε, for a.a.k. (i.e., k 6= n2).

⇒ stat-lim kxk − 0k = 0.
Thus stat-lim xk = 0 w.r.t. the fuzzy norm. Hence (xk) ∈ H, for
H = cF (X), c0

F (X), mF (X) and m0
F (X).

Let the sequence (yk) be defined as follows:

yk =

⎧⎨⎩
0, for k = n2, n ∈ N,,
3, for k 6= n2, n ∈ N and k odd ,
2, for k 6= n2, n ∈ N and k even.

Using (A) of Example 3.1, we have for k = n2, n ∈ N,

kykk(t) =
½
1, for t = 0,
0, otherwise

and for k 6= n2, n ∈ N and k odd,

kykk(t) =
(

2t
|yk| − 1, for |yk|

2 ≤ t ≤ |yk| = 3,
0, otherwise.
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i.e., We have kyk − 3k = 0, for infinitely many k
and for k 6= n2, n ∈ N and k even,

kykk(t) =
(

2t
|yk| − 1, for |yk|

2 ≤ t ≤ |yk| = 2,
0, otherwise.

i.e., We have kyk − 2k = 0, for infinitely many k.

Now, for a given ε > 0 and α ∈ (0, 1], there is no definite point, say
L such that

|||yk − L|||α2 < ε

for a.a.k.
i.e., There is no definite L such that kyk − Lk < ε, for given ε > 0 and for
a.a.k.

Thus (yk) /∈ H, for H = cF (X), c0
F (X), mF (X) and m0

F (X). Hence
cF (X), c0

F (X), mF (X) and m0
F (X) are not convergence free.

Theorem 3.6. The spaces cF (X), c0
F (X), mF (X) and m0

F (X) are se-
quence algebra.

Proof. We prove this for m0
F (X) and the other spaces can be proved by

similar method.
Let 0 < ε < 1 be given. Suppose x = (xk), y = (yk) ∈ m0

F (X). Consider
kxk = sup

k
kxkk and kx× yk = sup

k
kxk × ykk.

Since (xk), (yk) ∈ m0
F (X). Then we have,

{k ∈ N : kxk × ykk < ε} ⊇
n
k ∈ N : kxkk <

√
ε
o
∩
n
k ∈ N : kykk <

√
ε
o

Since δ
³n

k ∈ N : kxkk <
√
ε
o´
= 1, δ

³n
k ∈ N : kykk <

√
ε
o´
= 1

So, δ ({k ∈ N : kxk × ykk < ε}) = 1
Thus (xk × yk) ∈ m0

F (X). Hence the space m0
F (X) is sequence algebra.
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