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Abstract

The main purpose of this paper is to introduce the necessary and
sufficient conditions for the matrix of interval numbers A = (ank)

such that A-transform of x = (xk) belongs to the sets c
S(i)
0

T
li∞, c

S(i)
T
li∞,

where in particular x ∈ c
S(i)
0

T
li∞ and x ∈ cS(i)

T
li∞ respectively.
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1. Introduction

The idea of statistical convergence was given by Zygmund [10] in the first
edition of his monograph published in Warsaw in 1935. The concept of
statistical convergence was introduced by Steinhaus [17] and Fast [15] and
then reintroduced by Schoenberg [19] independently. Over the years and
under different names, statistical convergence has been discussed in the
theory of fourier analysis, ergodic theory, number theory, measure theory,
trigonometric series, turnpike theory and banach spaces. Later on, statis-
tical convergence turned out to be one of the most active areas of research
in summability theory after the works of Fridy [20] and S̆alát [32]. For
some very interesting investigations concerning statistical convergence, one
may consult the papers of Cakalli [14], Miller [16], Maddox [18] and many
others, where more references on this important summability method can
be found.

Recently the sequence of interval numbers and usual convergence of se-
quences of interval numbers are studied by Chiao [21]. Later on, Şengönül
and Eryılmaz [21] introduced and studied bounded and convergent sequence
spaces of interval numbers and showed that these spaces are complete met-
ric space. In the recent days, Esi [1-4] introduced and studied strongly
almost λ- convergence and statistically almost λ- convergence of interval
numbers and lacunary sequence spaces of interval numbers respectively.
For more information about interval numbers one may refer to Debnath et
al. [28, 29, 30], Dwyer [23, 24], Fischer [25], Moore [26], Moore and Yang
[27], Esi [5-9].

The theory of matrix transformations is a wide field in summability;
it deals with the characterizations of classes of matrix mappings between
sequence spaces by giving necessary and sufficient conditions on the entries
of the infinite matrices. Matrix transformations in sequence spaces have
been studied by different authors like Nanda [31], Tripathy [11, 12] and
many others.

2. Preliminaries

We denote the set of all real valued closed intervals by R(I). Any elements
of R(I) is called interval number and denoted by x = [xl, xr]. The absolute
value (magnitude or interval norm) of an interval number is defined by
|x| = max {|xl|, |xr|}.

For x1, x2, ∈ R(I), we have x1 = x2 ⇔ xl1 = xl2, xr1 = xr2, x1 + x2
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= {x ∈ R : xl1 + xl2 ≤ x ≤ xr1 + xr2}, and if α ≥ 0, then αx = {x ∈ R :
αxl1 ≤ x ≤ αxr1} and if α < 0, then αx = {x ∈ R : αxr1 ≤ x ≤ αxl1},
x1.x2 = {x ∈ R : min{xl1.xl2, xl1.xr2, xr1.xl2, xr1.xr2} ≤ x ≤ max
{xl1.xl2, xl1.xr2, xr1.xl2, xr1.xr2}}.

The set of all interval numbers R(I) is a complete metric space defined
by

d(x1, x2)= max {|xl1 − xl2|, |xr1 − xr2|}.

In the special case x1 = [a, a] and x2 = [b, b], we obtain usual metric on
the R with

d(x1, x2)= |a− b|.

Let us define transformation f from N to R(I) by k → f(k) = x, x =
(xk). Then (xk) is called sequence of interval numbers. The xk is called k

th

term of sequence (xk). w
i denotes the set of all interval numbers with real

terms and ci0, c
i and li∞ denote the set of all null, convergent and bounded

intervals with real terms.

Definition 2.1. A sequence x = (xk) of interval numbers is said to be
convergent to the interval number x0 if for each > 0 there exists a positive
number k0 such that d(xk, x0) < for all k ≥ k0 and we denote it by limk

xk = x0. Thus limk xk = x0 ⇔ limk xlk = xl0 and limk xrk = xr0.

Let, x = (xk) be a sequence of interval numbers.

xk = [
1
k , 1 +

1
k2 ]

which converges to the interval number [0, 1].

Definition 2.2. A sequence x = (xk) of interval numbers is said to be
statistically convergent to the interval number x0 if for every > 0, limn

1
n

|{k ≤ n : d(xk, x0) ≥ }| = 0, denote it by writing stat-limk xk = x0.

Let, x = (xk) be a sequence of interval numbers.

xk =

⎧⎪⎨⎪⎩
[k, 1k ], k = n2, n ∈ N ;

[0,0], otherwise.
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which converges statistically to θ = [0, 0].

Throughout this paper li∞, c
S(i) and c

S(i)
0 denote the set of bounded,

statistically convergent and statistically null sequences of interval numbers
with real terms. We denote ek as the interval sequence whose k

th term is
[1, 1] and the other terms are θ = [0, 0].

Let X,Y be two sequence spaces and let A = (ank) be an infinite matrix
of interval numbers ank, where n, k ∈ N . Then, the matrix A defines the
A- transformation from X into Y , if for every sequence x = (xk) ∈ X the
sequence Ax = (Ax)n, the A - transform of x exists and is in Y ; where
(Ax)n =

P
k ankxk. For simplicity in notation, here and in what follows,

the summation without limits run from 0 to ∞. By A ∈ (X : Y ) we mean
the characterizations of matrices from X to Y i.e., A : X → Y . A sequence
x is said to be A - summable to x0 if Ax converges to x0 which is called as
the A - limit of x.

For the sequence space X, the matrix domain XA of an infinite matrix
of interval numbers A is defined as

XA = {x = (xk) : Ax ∈ X}

3. Main Results

Theorem 3.1: A = (ank) ∈ (li∞ : li∞) if and only if supn∈N
P

k |ank| <∞.

Proof: We assume that supn∈N
P

k |ank| <∞ holds and let x = (xk) ∈ li∞.
We also let M = supkxk.

Now, supn∈N |(Ax)n| = supn∈N |
P

k ankxk| ≤M(supn∈N
P

k |ank|) <∞
which leads to Ax ∈ li∞.

Conversely, suppose that A = (ank) ∈ (li∞ : li∞), i.e., we have (alnk) ∈
(l∞ : l∞) and (arnk) ∈ (l∞ : l∞). Then it can be shown that
supn∈N

P
k |alnk| <∞ and supn∈N

P
k |arnk| <∞ as [Basar, (2011)].

Now the following lemmas will be used to prove the following theorem.

Lemma 3.1: The space cS(i)
T
li∞ is a closed subspace of li∞.
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Proof: Let x = (xk) ∈ cS(i)
T
li∞. So we have, (xlk) ∈ cS

T
l∞ and (xrk) ∈

cS
T
l∞. It can be shown as in the proof of theorem 2.1 of [ S̆alát, (1950)],

that cS
T
l∞ is closed subspace of l∞, i.e., the space cS(i)

T
li∞ is a closed

subspace of li∞.

Lemma 3.2: supn,k|alnk| < ∞ and supn,k|arnk| < ∞. If
P

k alnk andP
k arnk converge uniformly and Sln =

P
k alnk and Srn =

P
k arnk for

n ∈ N , alk = stat − limn→∞alnk and ark = stat − limn→∞arnk exist for
each k ∈ N then stat− limn→∞Sln and stat− limn→∞Srn exist and equal
to
P

k alkand
P

k ark respectively, i.e., stat− limn→∞Sn =
P

k ak

Proof: Using the similar technique as in the proof of lemma 2 [Tripathy,
(1997), p-449], it can be shown that stat−limn→∞Sln and stat−limn→∞Srn
exist and equal to

P
k alk and

P
k ark respectively, i.e., stat− limn→∞Sn =P

k ak

Lemma 3.3: If
P

k |ank| <∞ for each n ∈ N and
P

k |ank|→ θ, as n→∞
then

P
k |ank| is uniformly convergent in n ∈ N .

Proof: Since
P

k |ank| → θ, so we have
P

alnk < ∞ and
P

arnk < ∞
seperately for each n ∈ N . Then we can proof the lemma as [Basar, (2011)].

Theorem 3.2: A = (ank) ∈ (cS(i)
T
li∞, c

S(i)T li∞) if and only if

supn
P

k |ank| <∞ ...........(i)

and ak = stat−limn→∞ank, exists for each k ∈ N ..........(ii)

Proof: The necessity of (i) follows from the inclusion relation
(cS(i)

T
li∞, c

S(i)T li∞) ⊂ (cS(i)
T
li∞, l

i
∞). That of (ii) follows on considering

the sequence (ek). For the sufficiency, by lemma 3.1 and (ii), it is enough
to show that

P
k≥m ankxk → θ,m→∞ uniformly in n.

Now, P∞
k=m |ankxk| ≤ supkxk

P∞
k=1 |ank|

Let M = supkxk, since (xk) is bounded. Then for every ε > 0, by (i)
there exists m0 such that P

k |ank| < εM
−1

Thus
P∞

k>m0
|ankxk| < ε implies

P
k |ankxk|→ θ asm0 →∞, uniformly

in n as lemma 3.1. Hence, by lemma 3.2, Anx ∈ cS(i)
T
li∞.
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Corollary 3.1 A = (ank) ∈ (cS(i)
T
li∞, c

S(i)
0

T
li∞) if and only if (i) and (ii)

with ak = θ holds.

Theorem 3.3: A = (ank) ∈ (cS(i)0

T
li∞, c

S(i)T li∞) if and only if

supn
P

k |ank| <∞ .......(i)

and

stat− limn→∞ank exists for each fixed k ∈ N . .........(ii)

Proof: The necessity of (i) follows from the inclusion relation

(c
S(i)
0

T
li∞, c

S(i)T li∞) ⊂ (c
S(i)
0

T
li∞, l

i
∞). That of (ii) follows on considering

the sequence (ek).

Conversely, let x = (xk) ∈ c
S(i)
0

T
li∞. As in theorem 3.1,

P
k>m0

ankxk
converges to θ = [0, 0] uniformly in n. Since, ank ∈ cS(i)

T
li∞, soP

k≤m0
ankxk ∈ cS(i)

T
li∞. Hence by lemma 3.2 we have Anx ∈ cS(i)

T
li∞.

This completes the proof.

Corollary 3.2 A = (ank) ∈ (cS(i)0

T
li∞, c

S(i)
0

T
li∞) if and only if

supn
P

k |ank| < ∞ and stat − limn→∞ank = θ, where θ = [0, 0] for each
fixed k ∈ N .
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